
Open Access

© The Author(s) 2025. Open Access  This article is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 
International License, which permits any non-commercial use, sharing, distribution and reproduction in any medium or format, as long 
as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if you 
modified the licensed material. You do not have permission under this licence to share adapted material derived from this article or parts of 
it. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise 
in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted 
by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy 
of this licence, visit http:// creat iveco mmons. org/ licen ses/ by- nc- nd/4. 0/.

RESEARCH

Dong et al. BioMedical Engineering OnLine            (2025) 24:7  
https://doi.org/10.1186/s12938-025-01333-4

BioMedical Engineering
OnLine

Deep learning-based algorithm 
for classifying high-resolution computed 
tomography features in coal workers’ 
pneumoconiosis
Hantian Dong1,2, Biaokai Zhu3, Xiaomei Kong2, Xuesen Su4, Ting Liu4 and Xinri Zhang2,4* 

Abstract 

Background: Coal workers’ pneumoconiosis is a chronic occupational lung disease 
with considerable pulmonary complications, including irreversible lung diseases 
that are too complex to accurately identify via chest X-rays. The classification of clinical 
imaging features from high-resolution computed tomography might become a pow-
erful clinical tool for diagnosing pneumoconiosis in the future.

Methods: All chest high-resolution computed tomography (HRCT) medical images 
presented in this work were obtained from 217 coal workers’ pneumoconiosis (CWP) 
patients and dust-exposed workers. We segmented regions of interest according 
to the diagnostic results, which were evaluated by radiologists. These regions were 
then classified regions into four categories. We employed an efficient deep learning 
model and various image augmentation techniques (DenseNet-ECA). The classification 
performance of the different deep learning models was assessed, and receiver operat-
ing characteristic (ROC) curves and accuracy (ACC) were used to determine the optimal 
algorithm for classifying CWP clinical imaging features obtained from HRCT images.

Results: Four primary clinical imaging features in HRCT images, with a total of more 
than 1700 regions of interest (ROIs), were annotated, augmented, and used as a train-
ing set for tenfold cross-validation to generate the model. We selected DenseNet-
Attention Net as the optimal model through assessing the performance of different 
classification algorithms, which yielded an average area under the ROC curve (AUC) 
of 0.98, and all clinical imaging features were classified with an AUC greater than 0.92. 
For the individual classifications, the AUCs were as follows: small miliary opacities, 0.99; 
nodular opacities, 1.0; interstitial changes, 0.92; and emphysema, 1.0.

Conclusion: We successfully applied a data augmentation strategy to develop a deep 
learning model by combining DenseNet with ECA-Net. We used our novel model 
to automatically classify CWP clinical imaging features from 2D HRCT images. This suc-
cessful application of a deep learning-data augmentation algorithm can help clinical 
radiologists by providing reliable diagnostic information for classification.

Trial registration: Chinese Clinical Trial Registry, ChiCTR2100050379. Registered on 27 
August 2021, https:// www. chictr. org. cn/ bin/ proje ct/ edit? pid= 132619.
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Introduction
Coal workers’ pneumoconiosis (CWP) is a chronic occupational lung disease associated 
with long-term inhalation of coal dust particles in the workplace. The main pathological 
feature of CWP is diffuse interstitial lung fibrosis [1]. Despite the substantial decline in 
the prevalence of CWP worldwide over the past several decades [2–4], recent findings 
have shown that the incidence of CWP has increased in the eastern United States and in 
Queensland, Australia. CWP is one of the most prevalently diagnosed types of pneumo-
coniosis across all age groups on the basis of the China National Report on Occupational 
Diseases, predominantly among males [5]. In addition, the overall prevalence of CWP is 
high, with the disease representing more than 6% of all occupational diseases in China 
alone. In 2016, for example, the number of newly confirmed cases of diagnosed pneu-
moconiosis exceeded 27,000 (website available: http:// www. nhfpc. gov. cn/), more than 
50% of which (16,658) were CWP (16 658) [6]. No specific therapy effectively delaying 
the disease progression of fibrosis and addressing the pulmonary complications of pneu-
moconiosis has been developed. Hence, improving the early diagnosis rates of CWP is 
important [7].

According to International Labour Organization (ILO) guidelines, chest X-rays are 
essential for early screening, staging, and diagnosis of pneumoconiosis. These latter two, 
however, can be complex and time-consuming processes, as the final diagnosis should 
be determined by expert panels, which often include well-trained and experienced occu-
pational physicians and radiologists. Diagnoses are made according to the ILO guide-
lines and involve visually identifying subtle imaging features and combining them with 
factors such as exposure history and dust density for analysis. Although chest X-rays 
are the so-called gold standard for diagnosing pneumoconiosis, they do not provide suf-
ficient details about opaque regions in the lungs; thus, unambiguous differential diagno-
ses between CWP and other types of pneumoconiosis are difficult to obtain [2, 8].

In contrast to primary prevention techniques and to enhance clinical prevention 
approaches, our understanding of the disease according to CWP clinical imaging fea-
tures must be improved. Patients with CWP and dust-exposed workers may experience 
nonspecific symptoms such as cough, chest tightness, shortness of breath, and dyspnoea 
upon exertion, with infiltrates usually noted on lung images. Under these circumstances, 
clinical doctors in general hospitals are often the best resource for providing compre-
hensive assessments according to the patient’s condition and determining clinical imag-
ing features for further evaluation, diagnosis, and treatment.

However, owing to overlapping pneumoconiosis infiltration, radiological approaches 
generally perform poorly in diagnosing pulmonary complications of pneumoconiosis 
[9]. High-resolution computed tomography (HRCT) can be applied to address limita-
tions in the differential diagnosis of CWP-related pulmonary complications, as HRCT 
scans may be more sensitive and specific than chest X-rays are [10]. However, HRCT has 
not yet been accepted for general screening, staging, and diagnosis of various types of 

http://www.nhfpc.gov.cn/
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pneumoconiosis because of the absence of a unified global standard [2, 11]. Therefore, 
our knowledge of the CWP imaging features on HRCT images must be improved.

In recent years, the results of several studies have demonstrated that medical images 
can be classified via artificial intelligence (AI) and deep learning (DL) algorithms [12–
17], which have achieved performances comparable to those of medical imaging experts 
to a certain extent. DL is a branch of AI that has shown remarkable success in medical 
image analysis, especially in detecting pneumoconiosis [18–23]. In our previous study, 
we used a DL technique and a data augmentation model [19] and successfully built a 
computer-aided classification system (constructed by combining ShuffeNet V2 with 
ECA-Net) to classify CWP clinical imaging features from chest radiographs, thus pro-
viding more references for clinical application.

In this paper, we propose a deep learning classification algorithm and data augmenta-
tion technique based on our previous study that obtains sufficient image details, thereby 
revealing the uniqueness of CWP clinical imaging features obtained by analysing HRCT 
image data.

Results
Distribution of HRCT clinical imaging features

The lesions were categorized into four main types according to their HRCT imaging fea-
tures. The specific distribution range of all lesions analysed in this study was obtained 
and recorded in detail. Table 1 summarizes the detailed distribution of the clinical chest 
HRCT imaging features. The lesions were categorized into four main types according to 
their HRCT imaging features.

Classification results of different models

Figure  1 illustrates the study flow. To classify the CWP features in HRCT images, we 
evaluated the performance of different models and selected the optimal model through 
comparisons and analyses. The experimental results are shown in Table 2. 

Accuracy

Figure 2 shows that the DenseNet-Attention algorithm achieves the best accuracy among 
the five models. The average accuracies of the models using DenseNet-Attention as the 

Table 1 Distribution of HRCT clinical imaging features

ROIs regions of interest

Location of lung zones HRCT features (number of ROIs)

Pulmonary nodules–
small miliary opacities

Pulmonary 
nodules–nodular 
opacities

Pulmonary 
interstitial 
changes

Emphysema

Top-right 239 19 5 53

Middle-right 198 113 40 21

Bottom-right 89 53 45 29

Top-left 247 12 3 43

Middle-left 164 98 63 22

Bottom-left 63 45 57 33

Total 1000 340 213 201
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backbone were significantly higher than those of the other models. With sufficient train-
ing, the accuracy of DenseNet-Attention was slightly higher than that of DenseNet121 
after 10 epochs. DenseNet-Attention obtained the highest accuracy (> 95%) after the 
30th epoch, demonstrating the promising performance of our proposed algorithm in 
classifying CWP features in HRCT images.

Fig. 1 Flowchart of the diagnostic accuracy study

Table 2 Evaluation results of DenseNet-Attention and other DL algorithms

Class A: pulmonary nodules–small miliary opacities, Class B: pulmonary nodules–nodular opacities, Class C: pulmonary 
interstitial changes, Class D: emphysema

Accuracy Recall F1-score Weighted avg Precision

A B C D

DenseNet-Attention 0.96 0.97 0.95 0.97 0.99 0.99 0.86 0.99

DenseNet121 0.94 0.95 0.94 0.94 0.96 0.97 0.85 0.98

ResNet-50 0.91 0.92 0.92 0.91 0.91 0.89 0.81 0.9

MobileNet 0.88 0.89 0.88 0.89 0.92 0.93 0.83 0.84

Shufflenet v2 0.85 0.89 0.87 0.9 0.91 0.82 0.77 0.85



Page 5 of 18Dong et al. BioMedical Engineering OnLine            (2025) 24:7  

ROC curve analysis

The ROC curves were analysed to evaluate the image feature classification ability of the 
different models, as shown in Fig. 3. On the basis of the accuracy results, we selected 
the DenseNet-Attention model for further analysis, as it achieved the best performance 
among the compared models. We compared the different classification models in terms 
of the AUC. The average AUC of the overall classification was 0.98; for the individual 
classifications, the AUCs were as follows: small miliary opacities (Class A), 0.99; nodular 
opacities (Class B), 1.0; interstitial changes (Class C), 0.92; and emphysema (Class D), 
1.0.

Fig. 2 Classification accuracy of different models as a function of the number of epochs

Fig. 3 ROC curves of the model in classifying different categories. Class A: pulmonary nodules–small miliary 
opacities, Class B: pulmonary nodules–nodular opacities, Class C: pulmonary interstitial changes, Class D: 
emphysema
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Discussion
Imaging examination is crucial for the diagnosis and treatment of occupational pneumo-
coniosis. Presently, the process of diagnosing occupational pneumoconiosis relies heav-
ily on comparing patients’ chest X-ray images to a standardized reference film, and the 
early detection rate of CWP is relatively low. In addition, patients with early CWP have 
lung function damage, and there are no obvious clinical symptoms. With the progres-
sion of the disease, these patients may present with symptoms such as chest tightness, 
dyspnoea and haemoptysis, which occur in a variety of primary or secondary diseases, 
such as pulmonary tuberculosis and lung cancer.

According  to our identified HRCT imaging feature classification performed in  this 
study, different clinical imaging features may be more indicative of underlying diseases 
in terms of secondary prevention. Differentiating pulmonary nodules–small miliary 
opacities and pulmonary nodules–nodular opacities on the basis of nodule size (lesions 
greater or less than 5 mm in size) might be beneficial for the clinical differential diagno-
sis of pulmonary complications of CWP, such as pulmonary tuberculosis and the early 
stages of lung cancer. Similarly, assessing the features of pulmonary interstitial changes 
and emphysema might be advantageous for the early identification of interstitial lung 
disease or pneumothorax. Early clinical diagnosis of CWP may lead to early correspond-
ing treatment measures, thus controlling symptoms, improving quality of life, reducing 
the incidence of hospitalization, and improving quality of life and survival prospects for 
CWP patients.

In recent years, an increasing number of researchers have focused on active screening 
and staging for pneumoconiosis using chest clinical imaging. Zhang et al. [18] developed 
a deep learning-based model for screening and staging pneumoconiosis, whose accuracy 
was 0.973, with both sensitivity and specificity greater than 0.97. Sun et al. [22] proposed 
a fully deep learning paradigm for pneumoconiosis staging on chest radiographs, with 
an accuracy of 90.4% and an AUC of 96%. In 2024, Liu et al. [23] used the multistage 
joint approach of Res-Net 34 in combination with image enhancement and the U-Net 
model for image segmentation and achieved an accuracy of 89%, with an AUC of 0.98 
and a high QWK score of 0.94. Another 2024 study revealed that a self-developed TM-
Net neural network (ResNet neural network) helped screen for pneumoconiosis in chest 
radiographs with high performance (its accuracy was 95%, its AUC was 94.7%, and its 
sensitivity was 100%) on the basis of 49,872 chest radiographs. However, in contrast 
to the above studies, our study focused specifically on CWP and aimed to construct a 
clinically reliable classification model based on the clinical imaging features of CWP by 
considering potential deep learning algorithms and well-annotated HRCT image data. It 
is generally known that screening and staging pneumoconiosis from chest radiographs 
for differential diagnosis, early evaluation and early treatment of CWP are less effective 
than analysing lesion areas on HRCT images in clinical settings. In addition, high-res-
olution computed tomography (HRCT) has been identified as irreplaceable in the dif-
ferential diagnosis of pulmonary complications of CWP. Therefore, it is reasonable and 
meaningful to attempt to systematically analyse the clinical imaging features of CWP in 
HRCT data and to use well-established deep learning techniques and data augmentation 
models.
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However, our study has several limitations. First, there is still a lack of clear and uni-
fied criteria for the diagnosis of CWP in chest HRCT images. In this study, the standards 
for the diagnosis and classification of CWP with chest HRCT images relied primarily on 
clinical imaging diagnostic reports confirmed by experienced clinicians that fulfilled dis-
ease-specific diagnostic criteria. Second, as in related deep learning-based applications, 
the most common limitation of image feature classification is the sample size. When 
more experimental data are available, more useful feature information can be obtained 
to refine the deep learning model. Since the research design was exploratory, a power 
analysis was not conducted to determine the study’s sample size. As shown in our study 
and previous works [2, 10, 11, 19], CWP lacks HRCT imaging diagnostic criteria but has 
similar imaging features in different stages of pneumoconiosis. We obtained 217 patient 
samples from a cohort study, which may not be sufficient to obtain a meaningful conclu-
sion. Despite this limitation, the present research adequately discerned the correct clas-
sification results among these groups. Finally, this research focused on classifying four 
types of CWP clinical imaging features; however, as seen from the clinical HRCT images 
of CWP patients, none of these specific lung areas represented a typical disease pattern. 
Moreover, determining the specific source of clinical imaging features (opacities, inter-
stitial changes, or emphysema) from different diseases, such as primary CWP, secondary 
tuberculosis, or other lung disorders or infections, remains complicated.

Thus, relying solely on diagnostic imaging methods may result in inaccurate clinical 
diagnoses, and combining clinical examinations and serological tests may provide addi-
tional evidence to comprehensively characterize CWP patients. Therefore, this topic 
merits further attention and exploration.

Conclusion
We successfully applied a data augmentation strategy to develop a deep learning model 
by combining DenseNet with ECA-Net and used our novel approach to automatically 
classify CWP clinical imaging features from 2D HRCT images. Among the studied mod-
els, DenseNet-Attention was determined to be the best, achieving an average accuracy 
of 98% on the imaging dataset. Moreover, the combination of multiple models was more 
beneficial for clinical imaging classification. We applied the DL-based model in a clini-
cal environment and analysed chest HRCT imaging data to enhance our understand-
ing of the imaging characteristics of pneumoconiosis-related lung diseases, which may 
improve the utilization of HRCT imaging to establish diagnostic criteria for pneumoco-
niosis in the future.

Materials and methods
Study design

This study followed the STARD 2015 guidelines, and it was a prospective, single-centre 
study.

Data collection

In this study, all participants voluntarily participated in a CWP-based prospective cohort 
study that enrolled individuals with CWP and dust-exposed workers with symptoms 
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such as cough, dyspnoea, and fatigue from coal mines near Taiyuan city. Before par-
ticipant recruitment, all necessary approvals from the regulatory and provincial health 
departments were obtained, and all participants of the study were randomly selected 
according to lists provided by the Municipal Center for Disease Control and Prevention 
of Taiyuan city. The participants completed the baseline survey and first clinical exami-
nation between 28 August 2021 and 12 December 2023. The inclusion criteria were as 
follows: (1) coal mining workers with more than 15 years of working experience (with 
a clear history of dust exposure), male, and aged 35 to 80 years; (2) clinical symptoms 
such as cough and shortness of breath; (3) complete clinical data (perfect blood rou-
tine, liver and kidney function, blood sugar, blood lipids, blood pressure, ESR, procal-
citonin, etc.); (4) clinical diagnosis of pneumoconiosis that met the diagnostic criteria; 
and (5) voluntary participation in this study and signed informed consent. Participants 
with any of the following conditions were excluded: (1) acute infection, (2) participation 
by other clinical investigators at the same time, or (3) poor-quality CT images. As this 
was an exploratory study, no sample size was calculated. A schematic diagram describ-
ing the primary processing steps for the proposed method is depicted in Fig. 4. During 
this baseline period, all patients were asked to complete a routine clinical examination, 
including laboratory examinations, chest radiography and chest HRCT. In total, we used 
the chest HRCT images of 217 patients with CWP for analysis.

Baseline demographic and clinical characteristics of the participants

Among the participants, we selected male patients with an apparent history of occu-
pational exposure to coal dust (more than 15  years, with an average exposure of 
29.8 ± 13.9 years) between the ages of 35–80 years for inclusion in the study. None of our 
participants experienced any complications from the study, or any side effects occurred 

Fig. 4 Overview of the proposed DL model training and evaluation method
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during the HRCT scan. The main clinical characteristics and industry types of the par-
ticipants by CWP stage are reported in Table 3.

Scanner specifications

All the HRCT image data used in this study, which were acquired using the Digital Imag-
ing and Communications in Medicine (DICOM) standard (version 3.0), were collected 
with a third-generation Siemens dual-source CT device (Somatom Definition, Siemens, 
Germany) or a Philips IQon 128-slice spectral CT (Philips Healthcare, Cleveland, OH, 
USA). The acquisition parameters were as follows. Spectral CT images were obtained 
with a circular orbit with a 360° arc, 128 × 128 matrix, zoom 1, 140 keV photopeak, and 
90 images of eight seconds per image. The acquired CTs used 120 kV, 50–350 mA, with 
a slice thickness and interval of 1.25 mm (General Electric) and 3 mm (Siemens). The 
HRCT parameters were as follows: tube voltage of 120 kV, tube current of 150–350 mA, 
section thickness of 5 mm, reconstruction interval of 5 mm, lung window width/level of 
500–1100 HU, mediastinal window of 350–40 HU, detector collimation of 64–0.625 mm, 
and rotation time of 0.75 s.

Feature classification and selection

High-quality image feature extraction is a prerequisite of image feature analysis and is 
currently the best available method for simplifying high-dimensional image data [17]. To 
identify clinical diagnosis-specific features of CWP in HRCT images, during the diagno-
sis period, initial reports were obtained from four radiologists with 5–10 years of experi-
ence and reviewed independently by two senior radiologists with more than 10 years of 
experience who agreed upon the final diagnosis. Given the descriptive and mechanistic 

Table 3 Baseline participant characteristics

M mean, SD standard deviation, mMRC modified Medical Research Council

All subjects Dust-exposed 
workers

CWP
Stage I

CWP
Stage II

CWP
Stage III

M (SD)

Age (yr), mean (SD) 54.7 (12) 48.9 (6.1) 60.2 (10.3) 58.3 (8.3) 57.1 (7.3)

Exposure duration (yr), 
mean (SD)

29.8 (13.9) 22.1 (8.2) 31.6 (9.5) 26.6(12.8) 18.1 (2.2)

Dyspnoea (SD) 3 (8) 0 (3) 5 (7) 5 (9) 3.7 (2.1)

Cough (SD) 0.5 (5) 0 (3) 3 (7) 0 (6) 8.9 (5.2)

mMRC score (SD) 3 (3) 0 (2) 3 (3) 2 (0) 1.6 (0.9)

Number

217 60 129 25 3

Industry type Mining (n) 60 30 26 4 0

Tunnelling (n) 99 27 56 14 2

Mixing (n) 22 0 18 3 1

Comprehensive dig-
ging (n)

21 1 17 3 0

Other (n) 15 2 12 1 0
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nature of HRCT imaging features, this trial was designed as an exploratory study with-
out prespecified effects.

As reported in previous studies [24–27], the respiratory complications of CWP mainly 
include pulmonary tuberculosis, pneumothorax, interstitial lung disease, and lung can-
cer. For comparison, previous studies on CWP have focused mainly on the diagnosis 
and stages of pneumoconiosis in chest X-rays. In our study, according to the abovemen-
tioned chest HRCT diagnosis reports, different clinical imaging features may be more 
indicative of underlying diseases in terms of secondary prevention. In these reports, four 
primary clinical imaging features of CWP were classified in the HRCT images: (A) pul-
monary nodules–small miliary opacities, (B) pulmonary nodules–nodular opacities, (C) 
pulmonary interstitial changes, and (D) emphysema.

Referring to some previous studies, we extracted features from each region of 
interest (ROI) using handcrafted rules [28–30] according to the diagnosis reports. 
Moreover, these images were segmented according to the 20 × 20 pixels ROIs in the 
HRCT images and saved as JPEG images for analysis. This process is presented in 
Fig. 5.

The ROIs were assigned the following data labels, as illustrated in Fig. 6: pulmo-
nary nodules–small miliary opacities (n = 1000), pulmonary nodules–nodular opaci-
ties (n = 340), pulmonary interstitial changes (n = 213), and emphysema (n = 201). 
These ROIs were used as a training set to generate the model.

Fig. 5 Preprocessing of original image data: slices chosen for region of interest (ROI) delineation

Fig. 6 Examples of ROIs used for CWP clinical HRCT imaging feature-based classification



Page 11 of 18Dong et al. BioMedical Engineering OnLine            (2025) 24:7  

Feature preprocessing and data augmentation in image classification

Many related studies have shown that data augmentation is crucial for improving the 
accuracy of classification algorithms [18, 31–34]. In our previous study, image data 
augmentation was successfully employed to analyse the clinical imaging features of 
CWP in chest X-ray images. All the images were scaled to the same size (100 × 100 
pixels) to ensure that they could be easily input into the model. Considering the spe-
cificities of CT image data, we adopted various augmentation methods for classifica-
tion, such as random rotation, sharpness enhancement, random horizontal flipping, 
Gaussian blurring, image histogram equalization, and random brightness alteration. 
Table 4 presents the samples used in the chest HRCT data augmentation process.

Implementation details

First, we performed conventional data augmentation (basic image manipulation) on 
the ROIs, which yielded more than 7000 training data points. All data points were 
used for the analyses, and there were no missing values for the imaging data. Tenfold 
cross-validation was applied to randomly divide the original dataset into a training set 
(70% of the data), a validation set (20% of the data), and a test set (10% of the data). 
In the ten rounds of training, nine groups were used for training, and the remaining 
group was adopted as the test data; thus, 16 images were trained during each round. 
Furthermore, the number of training epochs was set to 30, the initial learning rate 
was set to 0.0001, and four categories were considered in the classification task. All 
the models in this research were implemented in PyTorch version 1.7.0, and the codes 
were run on a server with an RTX 2080Ti GPU.

DenseNet with ECA-attention net (DenseNet-attention)

DenseNet

The densely connected convolutional network (DenseNet), which is different from 
traditional CNN architectures, is composed of two structures (dense blocks and 
transition layers), thus introducing direct connections between any two layers using 
imaging features of the same size [35]. The original DenseNet consists of densely con-
nected convolutional networks between dense blocks. Moreover, DenseNet adopts a 
mechanism in which all input connections can process the imaging features and are 
interconnected with layers at all resolution levels, with the output of one layer serving 
as the input for the next layer.

In our study, all the layers in DenseNet are connected [36]. This approach is known 
for its advantages in the gradient backpropagation method, including decreasing the 
training time, reducing the number of parameters and computations in the model and 
significantly accelerating the training speed, thus effectively using powerful low-level 
features owing to feature reuse.

Efficient channel attention network (ECA‑Net)

The channel attention mechanism has been shown to improve the accuracy of CNN 
models. In 2020, Wang et  al. [37] proposed an efficient channel attention (ECA) 
module as a “plug-and-play”, lightweight attention module that generates channel 
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attention by using fast 1D convolution to ensure model efficiency and accuracy. 
It requires only a small number of parameters to produce apparent performance 
improvements. ECA-Net can also lead to significant model accuracy improvements 
despite the use of finite sample data, thus improving the ability to classify imaging 
features.

Table 4 Detailed classification after image dataset augmentation

Classification Image data augmentation examples

Interstitial changes

Nodular opacities

Emphysema
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DenseNet‑attention

According to the results of the preexperiment, when the original DenseNet121 was used 
for classification training, pulmonary interstitial changes and pulmonary nodule–small 
miliary opacities were occasionally confused. Thus, we implemented ECA [37, 38] to 
improve model accuracy, thus increasing the ability to classify imaging features.

The main field application of computer vision consists of medical imaging analysis in 
CNNs, which has high requirements for channel and spatial attention. Among the dif-
ferent kinds of attention mechanisms, ShuffleNet-Attention and DenseNet-Attention 
achieve outstanding performance in this regard. This work employed a classification 
model, AlexNet, which was applied to ShuffleNet-Attention and DenseNet-Attention. 
The comparative analysis between the attention mechanism, by plotting their loss curves 
and accuracy curves, allowed us to choose the one that performed better to fulfil this 
research need. As the results of Fig. 7 show, all the simulations were run for the same 
number of epochs, higher validation accuracy and lower training loss were achieved in 
DenseNet-Attention. In addition, in view of the large amount of data contained in HRCT 
clinical imaging, the ShuffleNet-ECA attention model was more suitable for the analysis 

Fig. 7 Comparative analysis of the attention mechanism. A Training losses between different attention 
mechanisms with epochs. B Validation accuracy between different attention mechanisms with epochs
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of lightweight datasets, so the analysis effect on HRCT datasets using ShuffleNet-ECA 
attention was suboptimal, which required significantly more features and running time. 
Therefore, we chose DenseNet-Attention as the network of interest in this study.

To prevent the above feature misidentification, DenseNet is used as the backbone of 
the model for processing sensory inputs. Beginning with the first DenseNet block, the 
convolutional layers in each DenseNet block are assigned to the corresponding ECA-
Net block, with a self-adaptive kernel size used for the 1D and local convolutions across 
channels without applying dimensionality reduction. This approach improves the per-
formance with only a small number of simple parameters. Figure 8 depicts the process 
of combining DenseNet with ECA-Net and uses a mathematical formula to describe 
DenseNet and ECA attention in the supplementary material.

Application of explainable artificial intelligence (XAI) in this deep learning‑based classification 

algorithm

In the interdisciplinary field of artificial intelligence and medicine, many researchers 
have recognized that successful AI deployment in clinical environments should not rely 
solely on model accuracy but also prioritize model explainability [39]. In this study, we 
applied SHAP (SHapley Additive exPlanations), a model explanation package developed 
in Python. By creating SHAP summary plots to visualize the model features and to pro-
vide an intuitive understanding of the overall pattern, the main principle of the study 
design is to draw a line chart on the model output on the basis of the value of each fea-
ture from each sample. We treated all the features as contributors, and the model pro-
duced a prediction value from each prediction sample. The SHAP value was assigned to 
each feature in each sample, which was sorted in alphabetic order (A–J), as displayed in 
Fig. 9.

The 10 clinical imaging features were confirmed on the basis of the diagnostic reports 
and XAI method; however, some features, such as pleural plaques and mediastinal masses, 
were not analysed in the DL model, as they were severely underrepresented on chest 
HRCT imaging (n < 10); the other imaging features (cord-like shadows, vascular calcifica-
tions, enlarged lymph nodes and pleural  thickening) have no proven diagnostic value in 
HRCT imaging. From the figure, among the 10 imaging features, feature A, whose SHAP 
value distribution range ranged between [− 10, 10], clearly had the greatest influence on 
the outcome, showing a wide range distribution with high discriminant validity. The 

Fig. 8 Model construction for improving performance: integrating DenseNet with ECA-Net
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worst-performing feature was feature F, which was unevenly scattered and less numerous, 
leading to suboptimal output.

Model evaluation indicators

We employed two traditional performance measures in this study: accuracy and AUC. In 
addition, the algorithm performance was assessed through the following conventional met-
rics: precision, recall, and F1-score.

Here, accuracy is defined as the number of CWP clinical features that were correctly 
identified divided by the total number of classified CWP clinical features. The precision is 
calculated as the probability of making correct positive classifications, and the recall is cal-
culated as the proportion of correct classifications. In addition, the F1-score, a metric that 
represents classification performance, is the harmonic mean of the precision and recall, 
which takes values in the interval [0, 1]. The higher the score is, the more correct the clas-
sification of CWP clinical features. 

(1)

Fig. 9 HRCT imaging feature analysis using the explainable artificial intelligence (XAI) method
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To assess the ability of the DL model to correctly classify the CWP clinical features, 
the classification accuracy was evaluated according to the ROC curve and AUC.

Data analysis

The statistical analysis of baseline information was conducted using the software tool 
SPSS 23.0 (IBM, Armonk, NY). Age and mMRC were summarized using means and 
standard deviations and compared using independent Student’s t test. According to 
the classification results of the radiologists, evaluation indicators such as accuracy, 
precision,  recall,  and F1-score were calculated  using  the deep learning  algorithm. 
ROC curves and prediction results were generated using Python. Deviations of 
p < 0.05 were considered statistically significant.

Supplementary Information
The online version contains supplementary material available at https:// doi. org/ 10. 1186/ s12938- 025- 01333-4.
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