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Abstract 

Smartphone photoplethysmography (PPG) offers a cost-effective and accessible 
method for continuous blood pressure (BP) monitoring, but faces persistent chal-
lenges with accuracy and interpretability. This study addresses these limitations 
through a series of strategies. Data quality was enhanced to improve the performance 
of traditional statistical models, while SHapley Additive exPlanations (SHAP) analysis 
ensured transparency in machine learning models. Waveform features were analyzed 
to establish theoretical connections with BP measures, and feature engineering tech-
niques were applied to enhance prediction accuracy and model interpretability. Bland–
Altman analysis was conducted, and the results were compared against reference 
devices using multiple international standards to evaluate the method’s feasibility. Data 
collected from 127 participants demonstrated strong correlations between smart-
phone-derived digital waveform features and those from reference BP devices. The 
mean absolute errors (MAE) for systolic BP (SBP), diastolic BP (DBP), and pulse pressure 
(PP) using multiple linear regression models were 7.75, 6.35, and 4.49 mmHg, respec-
tively. Random forest models further improved these values to 7.34, 5.79, and 4.45 
mmHg. Feature importance analysis identified key contributions from time-domain, 
frequency-domain, curvature-domain, and demographic features. However, Bland–
Altman analysis revealed systematic biases, and the models barely meet established 
accuracy standards. These findings suggest that while smartphone PPG technology 
shows promise, significant advancements are required before it can replace traditional 
BP measurement devices.

Keywords:  Smartphone photoplethysmography, Pulse waveform, Blood pressure, 
Interpretable machine learning, Explainable machine learning, SHapley Additive 
exPlanations (SHAP)

Introduction
The circulatory system is essential for delivering oxygen and nutrients to tissues while 
removing waste, making a balanced blood pressure (BP) critical for maintaining physi-
ological homeostasis. Elevated BP is strongly associated with severe health conditions, 
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including heart attacks, strokes, kidney disease, and eye complications [37]. Routine BP 
monitoring is vital for early detection and management of these conditions. However, 
BP readings can vary significantly due to factors such as time of day, physical activity, 
dietary habits, and mental state [73]. Additionally, BP values can exhibit substantial 
variability between individual heartbeats [24], necessitating multiple measurements 
throughout the day for accurate assessment.

Despite its importance, continuous BP monitoring faces practical challenges. Access 
to medical-grade equipment is often limited [2], and portable devices can be inconven-
ient for daily use. Furthermore, sphygmomanometer-based devices may cause discom-
fort and temporarily disrupt blood flow during measurements [61]. To overcome these 
limitations, researchers have turned to optical technologies for continuous BP monitor-
ing. These approaches range from oximeters specifically designed to monitor blood flow 
to camera-based methods that utilize general-purpose equipment for detecting blood 
volume changes [66, 74]. Among these, smartphone camera-based methods have gained 
considerable attention due to their accessibility compared to specialized devices and 
their superior accuracy relative to contactless camera-based approaches.

Smartphones equipped with built-in sensors offer two principal methods for BP 
estimation [21]. The first method, pulse arrival time (PAT), calculates the speed of the 
pressure wave generated by each heartbeat. However, this method requires an electro-
cardiogram (ECG) to detect pulse onset, limiting its practicality [70]. Although efforts 
have been made to estimate PAT using a single smartphone, this approach still relies on 
additional devices and lacks widespread adoption [59, 81, 91].

The second method, pulse waveform analysis (PWA), estimates BP by analyzing the 
shape of the pulse waveform (Figure 1). Arterial stiffness, commonly linked to elevated 
BP, accelerates the arrival of reflected waves within blood vessels, thereby altering the 
waveform’s shape and amplitude [3]. A commonly employed technique for detecting 
blood flow waveforms is photoplethysmography (PPG), an optical method that measures 
blood volume changes beneath the skin caused by heartbeats [19]. By analyzing varia-
tions in light intensity, PPG calculates differences in hemoglobin absorption, enabling 
the assessment of blood volume increases during systole and decreases during diastole.

Traditionally, PPG signals have been acquired using finger oximeters with LED light 
sources [36]. These LED-based PPG methods have demonstrated reliable accuracy 
for BP estimation [72]. However, these approaches still require users to carry addi-
tional devices, which limits their practicality for everyday use. Recent advancements 

Fig. 1  The reflected waves and the shape of the digital arterial pulse waveform (adapted from [3])
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have shifted attention to camera-based PPG methods, which detect heartbeats by 
recording skin color changes induced by blood flow and converting these changes 
into waveforms. This technique allows for remote PPG monitoring using webcams 
or surveillance cameras for non-contact heartbeat detection [43]. However, the 
inherent noise in non-contact methods significantly compromises accuracy, limiting 
their practical applicability. Consequently, smartphone-based PPG has emerged as a 
more accessible and viable alternative. This method involves placing a finger on the 
smartphone camera to measure blood volume changes through color variations in 
the fingertip skin, offering the convenience of widely available devices alongside the 
potential for continuous BP monitoring.

Despite its potential, smartphone PPG-based waveform analysis for blood pres-
sure prediction (SPW-BP) has received limited attention in both research and practical 
applications. A recent systematic review by Frey et al. [25] identified only 25 studies on 
smartphone PPG-based BP monitoring in the literature, with just 60% of them employ-
ing PWA methods.

Several factors might contribute to the limited focus on SPW-BP. First, concerns have 
been raised about the feasibility of using smartphones for BP estimation given the com-
plex dynamics of peripheral vascular resistance and the inherently low signal quality of 
smartphone PPG, which challenges the generation of accurate and reliable BP estimates 
[18, 28, 87].

Second, to address low signal quality, pioneering SPW-BP studies have incorporated 
machine learning techniques to improve prediction accuracy [31]. While machine learn-
ing-based approaches have demonstrated superior measurement accuracy compared to 
traditional methods, the limited interpretability of these models poses a significant chal-
lenge to their adoption in clinical practice [56]. Transparency is critical in medical deci-
sion-making, where patients and clinicians require clear, understandable results [45, 85].

Third, while the relationship between pulse waveforms and BP has been extensively 
studied, most research focuses on the association between aortic BP and waveforms 
[60]. The pressure waveforms of the ascending aorta, however, differ significantly from 
those observed in the upper limbs [67] and even more so from the fingertip blood flow 
dynamics captured by smartphone PPG.

Fourth, existing studies on fingertip waveforms predominantly use LED-based pulse 
oximeters, which employ a transmission method to measure blood flow changes. This 
approach differs from the reflective visible light principle utilized in smartphone PPG. 
As a result, there is insufficient empirical evidence linking camera-based digital PPG 
waveform features to BP, further limiting the development of SPW-BP technologies.

Finally, a notable gap in SPW-BP research is the lack of proper benchmarking against 
widely accepted evaluation methods. Essential validation techniques, such as Bland–Alt-
man analysis, and adherence to medical standards set by organizations like the British 
Hypertension Society (BHS), the International Organization for Standardization (ISO), 
the European Society of Hypertension (ESH), and the American National Standards 
Institute (ANSI), are often overlooked. This oversight undermines the credibility and 
comparability of SPW-BP findings within the field.

This study aims to bridge the gap in existing research by addressing the accuracy–
interpretability dilemma in BP measurement using smartphone PPG. It focuses on 
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enhancing data quality, integrating interpretable machine learning, and establishing 
robust benchmarks for performance evaluation.

First, the study emphasizes the importance of robust data preprocessing, challenging 
the prevailing trend in SPW-BP research of prioritizing complex models over founda-
tional data preparation techniques [2]. Methods such as normalization with body height, 
low-quality sample removal, boundary data reconstruction, and collinearity elimination 
are implemented to improve data integrity and the reliability of subsequent analyses.

Second, interpretable machine learning methodologies are incorporated into wave-
form-based BP analysis to address the limitations of black-box models, which, while 
often highly predictive, lack the interpretability required in medical applications [54]. 
By employing SHapley Additive exPlanations (SHAP), the study visualizes key features 
in BP prediction, improving model transparency and providing insights into critical pre-
dictors [47].

Third, this research conducts an extensive examination of fingertip waveform features 
collected via reflected light sources, a method distinct from the transmission-based 
approaches commonly used in pulse oximetry. Three feature types—including time-
domain, curvature, and frequency-domain features—are systematically analyzed. Addi-
tionally, novel feature extraction techniques are introduced to account for smartphone 
camera functions such as autoexposure and white balancing.

Finally, the Bland–Altman method, a gold standard in medical engineering, is 
employed to evaluate the agreement between the proposed BP prediction technique and 
automated sphygmomanometer references. Results are reported following the IEEE and 
EHS standards, as recommended by Qin et  al. [71] and Stergiou et  al. [79], to ensure 
comparability with other medical devices.

Results
Statistical analysis

The MLR model and stepwise regression analysis revealed statistically significant multi-
variate relationships between waveform characteristics and BP measures. For SBP, DBP, 
and PP, the MLR models achieved p-values < 0.001, with adjusted r-squared values of 
0.55, 0.48, and 0.38, respectively. In the bi-directional stepwise regression, the adjusted 
r-squared values were 0.53, 0.46, and 0.36 for SBP, DBP, and PP, respectively, indicat-
ing that stepwise regression effectively captures the multivariate relationships between 
waveform features and BP measures (Table 1). The AIC criterion identified gender, age, 
A, rPSD2, E, F/A, H, and G as key waveform features (i.e., features appearing at least 
twice in the table) for BP prediction.

The univariate regression analysis, using Bonferroni-corrected p-values, identified sev-
eral features with statistically significant correlations to BP variables (Table 2). Among 
these, non-waveform features such as gender and height exhibited the strongest asso-
ciations. Additionally, multiple time-domain features (e.g., NT, ESI, ERI, EPPT, AI, DT, 
A1, IP, RCA), frequency-domain features (e.g., rPSD4, rPSD6), and curvature waveform 
features (e.g., A, B) also showed strong correlations. The frequency of their occurrence 
in the table further underscores their relevance to BP measures.

To ensure comparability with machine learning models, cross-validation was per-
formed for the MLR model using all features and participant-based data splitting 
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(Fig. 2). Under this approach, the R2 values for SBP, DBP, and PP were 0.37, 0.30, and 
0.18, respectively. The MAE values were 7.75, 6.35, and 4.49 mmHg for SBP, DBP, and 
PP, respectively. These findings highlight the trade-off between interpretability and 
predictive performance when comparing MLR to machine learning approaches.

Machine learning analysis

This study evaluated three commonly used machine learning models—SVM, RF, and 
MLP—and found that RF demonstrated similar overall performance to MLP and out-
performed SVM. However, since RF is more interpretable due to its feature impor-
tance values, it was selected for further analysis in the remainder of the study.

With non‑waveform features

The RF models were trained using an 80%-20% random train–test split for a single 
iteration, incorporating all available features, including four non-waveform variables 
such as heart rate, height, gender and age. The model based on stratified data splitting 
demonstrated acceptable prediction accuracy for SBP, DBP, and PP, with R2 values of 
0.43, 0.38, and 0.18, respectively. The corresponding MAE values were 7.34, 5.79, and 
4.45 mmHg. The RF model based one randomly split data demonstrated superior pre-
dictive performance for SBP, DBP, and PP, achieving r-squared values of 0.74, 0.74, 
and 0.72, respectively (Figure 3). The corresponding MAE values for these predictions 
were 4.78, 3.53, and 2.24 mmHg, respectively.

SHAP analysis using participant-based data splitting produced results largely con-
sistent with those from random data splitting. The results indicated that gender was 
the most influential predictor for all three dependent variables. Additionally, time-
domain features such as ESI, ERI, CT, DT, and NT; frequency-domain features like 
rPSD6; curvature features such as A; and non-waveform variables, including heart 
rate and height, were consistently identified as key predictors.

Table 1  Stepwise regression results

SBP (adj-R2=0.53) DBP (adj-R2=0.46) PP (adj-R2=0.36)

Variable Coefficient Variable Coefficient Variable Coefficient

Gender 15.8027 Gender 11.5243 Gender 4.9268

Age − 0.3664 A 0.114 HR − 0.2763

A 0.1927 rPSD2 − 20.1424 A 0.0665

rPSD2 − 44.3025 ERI 48.7859 G − 2.1131

IPA 16.0927 H − 1.0149 Age − 0.4035

E − 0.1927 F/A 43.9614 NV 17.1607

F/A 73.6044 E − 0.1384 SPS − 0.8273

H − 1.7415 DT − 16.2778 NHA 2.0402

G − 2.9758 FPH 26.6848

FS 21.6153

EPPT − 30.2194
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Without non‑waveform features

Given the significant role of non-waveform features highlighted by SHAP analysis, 
we conducted further evaluations by excluding these features from the RF model. As 
expected, the predictive performance of the RF models declined for SBP, DBP, and PP 
in both randomly split and stratified datasets (Figure 4). Despite this reduction in per-
formance, SHAP analysis indicated that the key waveform features remained consistent, 
regardless of the inclusion of non-waveform features. Notably, IP, B, and B/A emerged as 
important features only when gender, height, and HR were excluded from the analysis.

Outlier and collinearity removal

Removing outliers is a common practice in data analysis, as it can improve model perfor-
mance by eliminating extreme values that may distort results. High correlations among 
predictors, however, can lead to counterintuitive, unstable, and misleading outcomes in 
statistical analyses [10]. In this study, we examined the impact of these two data prep-
aration techniques using only SBP data. First, we removed 45 data points in which at 
least five independent variables fell outside three times the interquartile range (below 
the first quartile or above the third quartile). For the RF model incorporating all wave-
form features with random data splitting, outlier removal did not significantly improve 
r-squared values or substantially reduce MAE. Additionally, the key features identified 
by the SHAP analysis remained largely unchanged (Figure 5).

This study then evaluated the necessity of collinearity removal using the approach 
outlined by Dormann et  al. [17], where variables with lower correlations to the target 
were removed from pairs exhibiting correlation coefficients above specific thresholds 

Fig. 2  Correlation analysis, SHAP analysis, and Bland–Altman analysis of the predicted blood pressure 
values (y-axis) versus the reference blood pressure values (x-axis) for the MLR models with data splitting by 
participants
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(Table  3). The results showed that collinearity removal marginally improved the RF 
model’s accuracy, although these improvements were not statistically significant. None-
theless, the process led to minor shifts in the identified important features. For example, 
at a threshold of r = 0.95, newly identified important waveform features included EPPT, 
ERI, CT, E/A, and rPSD4.

The baseline analysis

The baseline model, which included only non-waveform features, was trained using 
an 80%-20% data split, both randomly and stratified by participants. The prediction 
accuracies with stratified data for SBP, DBP, and PP had r-squared values of 0.24, 0.11, 

Fig. 3  Correlation analysis, SHAP analysis, and Bland–Altman analysis were performed to assess the 
relationship between predicted blood pressure values (y-axis) and reference blood pressure values (x-axis) 
from the RF models, incorporating both waveform and non-waveform features



Page 9 of 28Liu et al. BioMedical Engineering OnLine           (2025) 24:36 	

and 0.12, respectively (Fig.  6). The corresponding MAE values were 9.14, 7.78, and 
5.04 mmHg. Comparing these values with the results from the analysis including 
non-waveform features presented above, we see that incorporating waveform features 
increases the r-squared values to 0.43, 0.38, and 0.18, respectively. These results vali-
date the importance of waveform features in prediction.

We also compared the results using random sampling. The prediction accuracies 
with randomly split data for SBP, DBP, and PP had r-squared values of 0.96, 0.97, and 
0.98, respectively. The corresponding MAE values were 0.57, 0.44, and 0.26 mmHg. 
These results highlight the issue of data leakage.

Fig. 4  Correlation analysis, SHAP analysis, and Bland–Altman analysis were conducted to assess the 
relationship between predicted blood pressure values (y-axis) and reference blood pressure values (x-axis) 
from the RF models utilizing only waveform features
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Reference comparisons and Bland–Altman analysis

When the data were stratified by participants, the mean and standard deviation of 
prediction errors for SBP, DBP, and PP increased to 1.27 ± 9.07 mmHg, 0.49 ± 7.43 
mmHg, and 0.46 ± 5.44 mmHg, respectively. According to Stergiou et al. [78], these 
results for SBP and DBP were not acceptable, as the percentages of errors ≤10 mmHg 
were 73.49% and 82.14%, both falling below the 85% threshold (Table 4). Additionally, 
Stergiou et al. [79] recommend that cuffless devices achieve an MAE of less than 6% 
compared to the reference device. Therefore, the proposed method was not accept-
able for SBP and DBP when data were stratified by participant ID, except when non-
waveform features were included.

Bland–Altman analysis revealed that approximately 95% of the differences between 
the predicted and reference values fell within the upper and lower limits, indicating 
a high level of agreement with the reference. However, the Bland–Altman plot also 
identified a systematic bias in the predictions.

On the other hand, when all features were included and data were split randomly, 
the mean prediction errors for SBP, DBP, and PP were 0.11 ± 6.30 mmHg, 0.11 ± 4.91 
mmHg, and 0.06 ± 3.26 mmHg, respectively. According to Stergiou et  al. [78], the 
proposed method is acceptable for SBP and DBP estimation, as the percentages of 

Fig. 5  Correlation analysis, SHAP analysis, and Bland–Altman analysis were conducted to assess the 
relationship between predicted SBP values (y-axis) and reference SBP values (x-axis) from the RF models after 
outlier removal and collinearity correction

Table 3  Collinearity removal comparison

Collinearity threshold ( R) No. of variables removed RF accuracy ( R2)

0.7 29 0.67

0.75 24 0.76

0.8 20 0.76

0.85 18 0.76

0.9 10 0.75

0.95 8 0.75

No 0 0.74
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errors ≤10 mmHg were 89.84% and 94.29%, both exceeding the 85% threshold. Based 
on the BHS grading system, the SPW-BP method achieved Grade A.

When only waveform features were included, the mean and standard deviation of 
prediction errors for SBP, DBP, and PP were 0.13 ± 8.53 mmHg, 0.15 ± 6.78 mmHg, 
and 0.10 ± 4.56 mmHg, respectively, for random data splitting, and 0.82 ± 10.54 
mmHg, 0.29 ± 8.29 mmHg, and 0.37 ± 5.72 mmHg, respectively, for data splitting 
by participants. The percentage of errors within 10 mmHg indicated that, when only 
waveform features were included, the proposed method did not meet the acceptance 
criteria based on reference agreement analysis.

Fig. 6  Correlation analysis, SHAP analysis, and Bland–Altman analysis were conducted to assess the 
relationship between predicted blood pressure values (y-axis) and reference blood pressure values (x-axis) 
from the baseline RF models
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Discussion
Principal findings

The feasibility of using waveform features in BP estimation

Our data support the proposed strategy, demonstrating that enhanced data preprocess-
ing can significantly improve prediction accuracy. This benefit extends to both more 
interpretable traditional statistical methods and less interpretable machine learning 
models. The MLR analysis, which offers greater transparency, yielded statistically signifi-
cant results for SBP, DBP, and PP, with adjusted r-squared values of 0.37, 0.30, and 0.18, 
respectively, and p-values less than 0.001. In contrast, the RF model, under the same 
data-splitting condition, achieved higher prediction accuracy with r-squared values of 
0.43, 0.38, and 0.18 for SBP, DBP, and PP, respectively. These results highlight that while 
MLR provides an interpretable approach, the RF model slightly enhances prediction 
accuracy.

Additionally, since the r-squared values for the baseline model were only 0.24, 0.11, 
and 0.12, this improvement underscores the significant contribution of waveform fea-
tures in enhancing BP prediction accuracy.

When compared to previous studies, our models, incorporating all features, demon-
strate competitive performance in terms of MAE. Gao et al. [27], using discrete wavelet 
transform for feature extraction from oximeter PPG signals and a  nonlinear SVM for 
prediction, reported MAEs of 5.1 mmHg for DBP and 4.6 mmHg for SBP. Similarly, Dey 

Table 4  Bland–Altman analysis

Random data split Stratified by participants

SBP DBP PP SBP DBP PP

All features
 Within limit % 94.76 94.13 94.76 95.91 94.57 95.75

 Error mean (mmHg) 0.11 0.11 0.06 1.27 0.49 0.46

 Error SD (mmHg) 6.30 4.91 3.26 9.07 7.43 5.44

R2 0.74 0.74 0.72 0.44 0.38 0.18

 RMSE 6.29 4.91 3.26 9.15 7.44 5.45

 MAE (mmHg) 4.78 3.53 2.45 7.34 5.79 4.45

 SD of MAE 0.36 0.29 0.25 0.87 0.72 0.54

 Error < 5 mmHg (%) 62.86 75.40 88.73 39.34 52.95 59.24

 Error < 10 mmHg (%) 89.84 94.29 99.21 73.49 82.14 93.62

 Error < 15 mmHg (%) 97.62 98.89 100 90.40 95.28 100

Waveform features only
 Within limit % 95.08 95.87 93.97 96.62 96.62 95.04

 Error mean (mmHg) 0.13 0.15 0.10 0.82 0.29 0.37

 Error SD (mmHg) 8.53 6.78 4.56 10.54 8.29 5.72

R2 0.54 0.50 0.42 0.23 0.23 0.10

 RMSE 8.52 6.78 4.56 10.57 8.29 5.72

 MAE (mmHg) 6.91 5.45 3.62 8.70 6.83 4.60

 SD of MAE 0.32 0.41 0.28 0.47 0.53 0.78

 Error < 5 mmHg (%) 41.90 53.01 73.97 31.94 40.91 61.52

 Error < 10 mmHg (%) 75.40 84.28 96.35 62.79 75.06 91.90

 Error < 15 mmHg (%) 93.02 97.94 100 82.53 94.02 99.92
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et al. [15] analyzed 233 time–frequency domain features with an infrared heart rate sen-
sor on a Samsung Galaxy S6, employing Lasso regression, and achieved MAEs of 5.0 
mmHg for DBP and 6.9 mmHg for SBP. In comparison, our RF model, with data strati-
fied by participants, produced MAEs of 7.34 mmHg for SBP and 5.79 mmHg for DBP. 
These findings, consistent with those of Steinman et al. [77], confirm that our approach 
aligns well with existing methods in terms of prediction accuracy.

For the data-splitting methods, models with random data splitting consistently outper-
formed those with participant-stratified data splitting. While data stratification resulted 
in a slight reduction in performance, this more conservative splitting method is prefer-
able for ensuring the generalizability and reliability of the model.

Feature importances

There is no consensus on which waveform features are most significantly related to BP 
measurements. Some studies suggest that waveform characteristics are predominantly 
associated with DBP [8], while others argue for a stronger correlation with SBP [9]. 
Additionally, several studies have proposed a relationship between waveform features 
and both SBP and DBP [38]. In this study, our correlation analysis revealed significant 
associations between waveform features and all BP measures.

Time-domain indices have previously been linked to both SBP and DBP. For instance, 
arterial aging is typically positively correlated with RI and negatively correlated with 
PPT [53]. Other studies have demonstrated a significant positive correlation between SI 
and pulse wave velocity [64]. In contrast, features such as CT and DT have been shown 
to be negatively correlated with BP measurements [84]. Our findings align with these 
prior studies, showing strong correlations between time-domain indices and both SBP 
and DBP. In particular, the proposed remedy for dampened waveforms yielded promis-
ing results. ESI and ERI exhibited strong positive correlations with both SBP and DBP in 
both MLR and RF models, while EPPT showed a strong negative correlation. This sug-
gests that adjusting for issues created by the autoexposure function of smartphone cam-
eras significantly enhances BP predictability.

Research also indicates that acceleration PPG indices are associated with arterial stiff-
ness, age, the risk of heart attack, and peripheral artery distensibility [19]. Compared to 
individuals with normal BP, those with hypertension tend to show lower B/A and C/A 
ratios but higher D/A and E/A ratios [76]. In our data, the A, B, and B/A indices consist-
ently showed strong positive correlations with SBP and DBP, while other variables exhib-
ited less pronounced associations with BP measurements.

While previous cardiovascular studies have explored the frequency-domain features of 
waveforms [13], this study, to our knowledge, is the first to link these features directly to 
BP. Our results indicate that the power spectral densities at frequencies PSD4 and PSD6 
are positively associated with BP.

We also explored the impact of incorporating non-waveform features, such as gender, 
heart rate, and body height, on prediction accuracy. As anticipated, including these non-
waveform features significantly improved model performance. This approach draws on 
prior studies that often add non-waveform features to machine learning models, result-
ing in high accuracy in pulse waveform-based BP prediction [25]. However, this high 
accuracy may be partly due to the inclusion of non-waveform variables, highlighting 
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the importance of ensuring interpretability in machine learning to avoid misleading 
conclusions.

The optimal feature selection method remains a subject of debate. In multivari-
ate analyses, stepwise regression and MLR often identify different feature sets. While 
some researchers favor AIC [30], others argue for using p-values, confidence intervals, 
or information-theoretic criteria to summarize statistical information [57]. In our study, 
univariate and multivariate analyses yielded different sets of significant features, with 
some features that were crucial for BP prediction showing low importance in SHAP 
analysis. This highlights the complexity of feature selection in both machine learning 
and statistical modeling. While the primary aim of this study was not to identify the best 
feature set, these findings open avenues for future research to explore optimal feature 
selection strategies.

Limitations and suggestions

Low signal quality

Our study underscores the potential of smartphones for BP prediction, although the 
method did not meet established accuracy criteria. The limited accuracy may be attrib-
uted to factors such as low signal quality and the inherent variability of PPG signals, 
which are influenced by skin tone, age, gender, and environmental conditions [23]. 
Additionally, external factors like ambient light and motion artifacts caused by unstable 
phone handling further complicate the consistency of the signals.

Another potential contributor to BP estimation errors is the low data sampling rate. 
However, there is no consensus on the minimum sampling rate required for accurate BP 
estimation using PPG. Laborde et al. [80] recommend a minimum of 125 Hz for HRV 
studies, while Béres and Hejjel [5] suggest a minimum of 5 Hz for average heart rate esti-
mation in healthy subjects without interpolation. Despite the lack of consensus, smart-
phones typically capture data at a frame rate of 30 frames per second [44]. Our findings 
suggest that this frame rate may be sufficient for BP estimation, highlighting the poten-
tial of smartphones to provide reliable BP measurements despite lower sampling rates.

To enhance signal acquisition quality, several techniques have been proposed, includ-
ing the identification of optimal color channels and regions of interest (ROI) [58], noise 
detection in samples [4], and filtering of  high-quality samples based on signal quality 
standards [44]. Additionally, smartphones with higher sampling rates may improve over-
all signal quality. In terms of data analysis and processing, recent advancements in LED-
based PPG research have introduced deep learning models, such as CNN and LSTM 
[83], which have successfully reduced MAE to 4.06 mmHg for SBP and 3.33 mmHg for 
DBP [22].

Data splitting method

Collecting multiple data points from a single participant is common in bioengineer-
ing studies [32, 83]. However, machine learning models often use random data split-
ting without considering participant grouping, which can lead to overfitting. This may 
explain the high prediction accuracy reported in some SPW-BP studies. In our study, 
participant-based splitting significantly reduced model accuracy. For instance, the MAE 
for SBP prediction increased from 4.78 mmHg with random splitting to 7.34 mmHg 
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with participant-based splitting. This suggests that models may rely on individual char-
acteristics rather than true waveform–BP relationships. These findings emphasize the 
need for thoughtful data-splitting strategies to ensure robust, generalizable results.

Collinearity and outlier removal

Collinearity presents a significant challenge in data analysis, with various strategies 
available to address it [10]. Common techniques, such as principal component analy-
sis (PCA) and ridge regression, are often employed; however, these methods can reduce 
the interpretability of results. Alternatively, selecting representative variables can help 
mitigate collinearity but may introduce bias and compromise model accuracy [17]. In 
this study, we applied a straightforward variable removal approach to enhance model 
interpretability while minimizing bias. This method effectively reduced collinearity, but 
it led to a decrease in the adjusted r-squared values of our models. This outcome under-
scores the inherent trade-off between model interpretability and accuracy, highlighting 
the complexity of addressing collinearity in data analysis.

Limited participant diversification

Assessing BP through waveforms is fundamentally based on the relationship between 
vascular sclerosis and the speed of reflected waves, which directly influences BP meas-
urements. However, factors beyond vascular sclerosis also significantly impact BP. For 
instance, aging induces physiological changes, such as increased collagen deposition 
and skin thinning, which alter PPG signals by affecting both BP and light transmission 
through the skin. Moreover, PPG signals are highly dependent on peripheral circulation, 
with poor circulation leading to degraded signal quality. Consequently, SPW-BP may 
lack robustness across different age groups, underscoring the need for further investiga-
tion to assess the generalizability of these findings.

Issues with referencing methods

For BP reference, the auscultation method and intra-arterial measurements are con-
sidered the gold standards. The IEEE 1708-2014 standard [33] also recommends using 
a mercury sphygmomanometer for comparison. However, for practical reasons and to 
reduce experimental costs, this study used an automated sphygmomanometer as the ref-
erence device. While automated sphygmomanometers provide convenience, they may 
introduce additional estimation errors compared to gold standard methods.

In addition, the IEEE 1708-2014 standard [33] includes a calibration process, and Ster-
giou et al. [79] emphasized pulse waveform-based BP estimation as a technology requir-
ing user cuff calibration. However, since this study served as a proof of concept rather 
than introducing a new BP measurement device, we did not calibrate the device. Instead, 
we collected average BP readings before and after the measurement process, using part 
of the data to train the RF model and the rest for validation. Therefore, the trained model 
in our study should not be used directly as a BP measurement device, as it still requires 
calibration if future studies aim to adapt it for real-world applications.
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PPG color channel choice

The choice of color channels for PPG technology has been extensively discussed in the 
literature. Blood perfusion variations depend on the wavelength of light, as different 
wavelengths penetrate and reach the vascular bed at varying depths within the skin. Red 
light (620 nm) penetrates deeper, reaching several centimeters into blood vessels, while 
blue light (432 nm) penetrates less than 1 mm. As a result, the red channel has been fre-
quently used in previous studies [46].

In contrast, Maeda et  al. [48] compared green and infrared light, finding that green 
light offered greater robustness. Similarly, Lee et  al. [42], in a study comparing green, 
red, and blue light, identified green light as the most effective for reflected light estima-
tion. In smartphone PPG studies, Gao et al. [27] also recommended green as the opti-
mal color band over blue and red. Additionally, some studies have utilized all three color 
bands to estimate pulse waveforms [14].

Based on our experience, single-channel signals—regardless of the channel’s perfor-
mance—are particularly susceptible to motion artifacts when recording skin color using 
smartphone cameras. We found that using the weighted average of all three color chan-
nels significantly improved signal quality. Moreover, smartphone cameras often adjust 
color and exposure automatically, which can cause values in a single channel to reach 
boundary limits (0 or 255) for several frames. This limitation led us to adopt the weighted 
average of the three color channels, which proved to be more robust, particularly when 
the camera operates with an auto-exposure function. However, this approach has not 
been formally tested, and further analysis is necessary to confirm its effectiveness.

The true 2nd peak

PPT, RI, and SI have been identified as important peripheral BP waveform features for 
determining BP in both previous and current study. However, it is crucial to highlight 
that there is no consensus in the literature regarding the definition of the position of the 
second peak, which forms part of the definitions of PPT, RI, and SI. This discrepancy in 
definitions could undermine the consistency and validity of waveform-based cardiovas-
cular analysis across studies.

In aortic pressure wave studies, RI is commonly defined as the ratio between the 
height of the reflected wave and the original wave [90]. The waveform typically consists 
of three distinct peaks: the early systolic peak, the late systolic peak, and the diastolic 
peak [40]. The first arrival of the reflected wave results in the late systolic peak, while the 
diastolic peak is caused by a second reflected wave [3].

However, variations exist in the identification of the second peak for peripheral pulse 
waveforms. Some studies use the late systolic peak as the second peak [50, 65] and define 
RI as the ratio of this peak to the early systolic peak. Others consider the diastolic peak as 
the second peak [16]. Additionally, several studies define the radial augmentation index 
as the ratio of the late systolic peak to the early systolic peak, while the RI is defined as 
the ratio of the diastolic peak to the early systolic peak [68]. A further approach does not 
rely on physiological knowledge of the waveform, instead identifying the second peak as 
the most prominent peak following the initial peak [52].
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Beyond conceptual inconsistencies, there is no consensus on the technical method for 
identifying the second peak’s location. Chowienczyk et al. [12] determined this position 
using the first derivative, while Elgendi [19] applied the second derivative, and Meleno-
vsky et al. [50] proposed using the peaks of the fourth derivative. Alty et al. [1] suggested 
an alternative approach, utilizing an inflection point when a clear second peak is absent.

In the current study, the limited frame rate of the smartphone camera and suboptimal 
signal quality posed challenges in reliably identifying all three peaks in the waveform. 
Consequently, we followed prior studies and defined the second peak as the most promi-
nent waveform feature visible after the initial peak [52]. While definitions may vary, 
both the late systolic peak and the diastolic peak are induced by reflected waves, and 
the arrival time of these reflected waves is influenced by vascular stiffness. Given that 
arteriosclerosis is strongly correlated with BP, it is reasonable to use either the diastolic 
or late systolic peak for BP estimation. Nevertheless, despite general similarities in the 
direction of waveform features, considerable differences in their magnitudes may exist. 
Future studies should exercise caution when making direct comparisons of these fea-
tures across different definitions.

Conclusion
Smartphone-based BP measurement, valued for its convenience and cost-effectiveness, 
holds significant promise for enabling non-invasive, continuous BP monitoring. How-
ever, realizing this potential requires overcoming the challenge of balancing predictive 
accuracy with interpretability. Achieving this balance necessitates improving prediction 
accuracy while ensuring that the results remain clear and understandable.

The findings of this study provide empirical evidence supporting the validity of the 
SPW-BP method, demonstrating the use of statistical and explainable machine learning 
models to establish interpretable relationships between waveform features and BP meas-
ures. However, the reference agreement analysis revealed that the proposed method 
is currently inadequate as a substitute for traditional sphygmomanometer-based BP 
assessments. Further research is required to enhance the practicality and utility of the 
proposed method for real-world applications.

Methods
Data collection

Data were collected from 127 participants, including university students and employees 
in Shenzhen, China. The sample comprised 56.69% males, with an average age of 22.78 
years (SD = 1.97). No specific inclusion or exclusion criteria were applied. Participants 
were instructed to hold a smartphone (Mi-8 SE, Xiaomi, China) in their left hand, press 
their finger against the camera, and use the Heartily Happy (HH) app, developed by the 
research team and publicly available on the Google Play Store, to record six 4-min videos 
of their fingertips at a resolution of 120 × 160 pixels.

Before and after the data collection session, participants measured their sys-
tolic blood pressure (SBP), diastolic blood pressure (DBP), and pulse pressure (PP, 
calculated as the difference between SBP and DBP) using a cuff-based automatic 
sphygmomanometer (HEM-6322T, Omron, Japan). The average of the pre- and post-
session measurements was used as the reference for comparison. Ethical approval for 
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the study was granted by the Department of Psychology at Tsinghua University, and 
informed consent was obtained from all participants.

The study generated 766 waveform samples, with an average of 6.03 samples per 
participant, and 229,165 beat-to-beat intervals (BBIs), approximately 299.17 per sam-
ple. Of these, 657 samples (86%) met the validity criteria: a Smartphone PPG Signal 
Quality Index (PPG-SQI) above 0.6 [44] and a minimum of 30 successful heartbeats 
per sample.

To account for the established relationship between waveform features and heart 
rate (HR), time-domain features were normalized to a standard HR of 75 beats per 
minute, following procedures established in previous studies [38]. Considering the 
relationship between waveform features, height, and gender, the analysis included 
only height, as advised by O’Rourke et  al. [63]. Time-domain features were then 
standardized to a height of 170 cm, except for the systolic index (SI), which does not 
require height normalization.

Signal processing

Convert RGB signals to waveform

In each data collection session, the HH app activates the device’s built-in flashlight 
to record videos at a resolution of 120 × 160 pixels, capturing 30 frames per second, 
as Liu et al. [44] detailed (Fig. 7). Raw picture frames, in YUV format, are converted 
into RGB format. The input signals (ri, bi, gi) from the red, blue, and green color chan-
nels undergo normalization, using a 100-point moving average ( R,B,G ) and standard 
deviation ( σR, σB, σG ) for processing. This study then calculates the standard devia-
tion-weighted average f (ti) as follows:

Fig. 7  The data processing flow entails: (1) collecting data; (2) converting RGB signals to waveforms; (3) 
determining BBIs; (4) extracting waveform features; (5) using waveform features to predict BP; and (6) 
providing BP estimates to users [adapted from Liu et al., [44] and Elgendi et al., [20]]
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where, 

and ti ∈ T =
{

ti|i ∈ 1, .., k
}

 denotes the time at which the ith data point was collected. A 
color channel is excluded from the f (ti) if the average of the input ( C  ) either approaches 
the lower limit of 0 or the upper limit of 255, or if its standard deviation ( σC ) is too small 
( σC ≤ 0.5 ). Moreover, the signs of the red and blue channels are inverted to reflect their 
inverse relationship with the green channel.

Beat‑to‑beat (BBI) segmentation

After converting signals into waveform inputs, f (ti) is segmented into intervals corre-
sponding to each BBI, as detailed in Liu et  al., [44]. The study then identifies BBIs by 
using a set of local maxima ( Mi)—those surpassing the 70th percentile ( P70 ) of the first 
derivatives f ′(ti) . The distances between two successive data points in the set M are 
converted into HRs to exclude points exhibiting an HR exceeding 150 beats per minute 
(bpm). The intervals segmented by the data points in M are then defined as the set of 
BBIs ( B):

Data points within each BBI is normalized are then normalized to mitigate issues asso-
ciated with baseline drift [69]:

This study then applied the R package RHRV [49] to convert the heartbeat points HRV 
measures for further analysis.

Waveform features

This study utilizes three groups of waveform features commonly referenced in the litera-
ture (Table 5). Time-domain indicators encompass features related to the time between 
feature points, height differences among these points, and the waveform’s area under 
the curve. The PPG waveform’s second derivative, known as acceleration PPG, charac-
terizes the waveform’s contour curvature [82]. The frequency-domain features are the 
power spectral densities (PSD) generated by the fast Fourier transform (FFT) and several 
derived values from the PSDs (Figure 8). Although studies typically use the heights of the 
peaks to represent the relative strengths of harmonics, due to the susceptibility of spike 
heights to random noise, this study uses the curve’s area under the curve (approximating 
the interval’s average value) for a more accurate representation of relative strength. For 
each sample, we use the median of the values obtained from all the BBIs to represent the 
sample.

(1)f (ti) =
σ ′

G × nG
(

gi
)

− σ ′
B × nB(bi)− σ ′

R × nR(ri)

σ ′
R + σ ′

G + σ ′
B

,

σC ′ =

{

σC if σC > 0.5, 3 < C < 252

0 otherwise
,C ∈ {R,B,G}

(2)B =

{

(t1, t2)|t1 ∈ M, t2 = min

{

ti ∈ M|ti > t1,
60

ti − t1
< 150

}}

.

(3)fnormalized(ti) = f (ti)+

(

ti − tL

tR − tL

)

×
(

f (tR)− f (tL)
)

, ∀ti ∈ (tL, tR), (tL, tR) ∈ B.
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Table 5  Waveform features

SN Name Definition and calculation details

Time-domain features (Fig. 7—part 4)

1 Crest time (CT) The interval between the left valley (LV) 
and ESP [41]

2 Diastolic time (DT) The interval between ESP to the right 
valley (RV) [84]

3 FN ESP to DN

4 FirstPeakHeight The height of first peak

5 HeightDifferenceFirstPeak
ToSecondPeak　(FS)

ESP to DN

6. ~ 8 Inflection point area (IPA)
A1
A2

The diastole to systole area ratio is 
calculated from the area under the curve 
from IP to RV (A2) relative to the area from 
LV to IP (A1) (L. [88]). The inflection point 
(IP), defined as the last point before DP 
where the first derivative shifts from posi-
tive to negative, is crucial in calculating 
the IPA. Points E or DN demarcate the 
diastolic and systolic areas [11, 75], with 
A1 approximated as a polygon formed by 
LV, ESP, DN, and DNB, and A2 as a triangle 
comprising IP, DN, and RV, simplifying the 
calculation process

9 IP The ratio of second peak is not obvious so 
the inflection point is used as the second 
peak

10 IP slope The slope of the wave at inflection point

11 Peak-to-peak time (PPT) The interval between the early systolic 
peak [ESP, also known as the left peak (LP) 
or the first peak (FP)] and the diastolic 
peak (DP). The right valley (RV) is the 
lowest point in the BBI, and the preceding 
BBI’s RV is termed the left valley (LV). The 
diastolic peak [DP, or second peak (SP)], 
is the first point between ESP and RV 
with a zero first derivative and a negative 
second derivative. If no second peak 
exists between ESP and RV, indicating a 
consistently negative slope from LP to RV, 
the DP is identified as the point with the 
minimum second derivative between ESP 
and RV

12 Notch height (NH) The lowest point between ESP and DP is 
the dicrotic notch (DN)

13 Notch time (NT) The interval between LV to the dicrotic 
notch (DN). In cases without a second 
peak, IP is designated as DN

14 Notch to valley time (NVT) The interval between DN to right valley 
(RV)

15 RCA​ The ratio of CT to NT

16 RDA The ratio of NT to the combined duration 
of CT and DT

17 Reflection index (RI) The ratio of the diastolic peak height 
(DPH) to the early systolic peak height 
(ESPH)

18 Stiffness index (SI) The ratio of body height to PPT [6] [18]

19 SR DP to RV

20 SPH The second peak height

21 SecondPeakSlope The slope at second peak
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Table 5  (continued)

SN Name Definition and calculation details

Curvature features (acceleration PPG, Fig. 7—part 4)

22 A The first local maximum of the second 
derivative, determined by the point with 
the largest second derivative before ESP

23 B The first local minimum of the second 
derivative, determined by the point with 
the smallest second derivative before ESP

C The second local maximum of the second 
derivative, determined by the point with 
the largest second derivative point B and 
point E. (Not included in the data analysis.)

D The second local minimum of the second 
derivative, determined by the point with 
the smallest second derivative between 
point B and point E. (Not included in the 
data analysis.)

24 E The third local maximum of the second 
derivative, determined by the point with 
the largest second derivative between 
ESP and point F

25 F The third local minimum of the second 
derivative, determined by the point with 
the smallest second derivative between 
the ESP and RV

26 G The fourth local maximum of the second 
derivative, determined by the point with 
the largest second derivative between 
point F and point H

27 H The fourth local minimum of the second 
derivative, determined by the point the 
smallest second derivative between point 
F and RV

28. ~ 32 BA, EA, FA, GA, HA |B/A|, |E/A|, |F/A|, |G/A| and |H/A|. Given 
that B/A, E/A, F/A, G/A and H/A are nega-
tive, we converted them to their absolute 
values for a more intuitive interpretation

33 Aging index (AI) BA– EA. AI is usually defined as BA—
(CA + DA + EA) [7]. However, in this study, 
AI is defined as the difference between BA 
and EA only, due to difficulties in identify-
ing points C and D with poor signal qual-
ity and the fact that the values of C and D 
are close to zero

Frequency-domain features (Fig. 8)

34. ~ 39 PSDi The ith relative power spectrum density. 
The continuous PSD curve is segmented 
using the midpoints between each peak. 
We define the strength of the ith har-
monic ( PSDi , starting from 1) as the area 
between the ith midpoint and the (i + 1)
th midpoint. Since the absolute values of 
each raw PSDi is influenced by the quality 
of the signal, the values are normalized as 
the relative values: PSDi = rawPSDi

∑

6

j=1
rawPSD.j

 

40 NHA 1− PSD1[8]

41 IHAR 1-NHA/IPA [8]



Page 22 of 28Liu et al. BioMedical Engineering OnLine           (2025) 24:36 

Initial analysis revealed that our waveforms were smoother than the theoretical 
model depicted by the green line in Fig. 9, with a reflection index (RI) lower than val-
ues previously reported, around 0.85 [65]. We attribute this discrepancy to the auto-
exposure adjustment feature of smartphone cameras. To optimize image quality for 
human vision, the operating system modifies pixel RGB values to maintain a visually 
comfortable average. However, since RGB values are limited to a 0 to 256 range, this 
adjustment may compress boundary values. Consequently, this compression results 
in a dampened waveform, evident from the average pixel values, particularly when 
pixels approach the RGB scale’s extremities [39].

To address this issue, we introduce a new method for estimating the ESP height. 
Our method calculates the ESP height using the intersection point (ISP, Fig. 9) of the 
tangent line at the point of maximum first derivative and the extrapolation line con-
necting DP and RV. Subsequently, we define the Expected Reflection Index (ERI) as 
the ratio of the DP height to the ISP height. Furthermore, we introduce the Adaptive 
Reflection Index (ARI), set equal to ERI when the BA is less than or equal to 1, and 
equal to the RI when BA exceeds 1. Since the definition of SI and PPT are also influ-
enced by the position of ISP, we define EPPT as the time from IPS to DP and ESI as 
the ratio of body height to EPPT.

Fig. 8  An illustration of the PSD generated by FFT and the segmentation

Fig. 9  Comparison between the theoretical pulse waveform [26] and observed results obtained using the 
Heartily Happy (HH) app
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Statistical analysis

This study first utilizes the multiple linear regression (MLR) model to demonstrate 
the feasibility of predicting BP using statistical analysis alone. Next, stepwise regres-
sion is applied, which iteratively adds or removes variables to optimize the Akaike 
Information Criterion (AIC) value [86]. Finally, single-variable linear regression mod-
els are employed to examine the correlation between individual waveform features 
and BP measures.

Given the inclusion of 45 independent variables and 3 dependent variables in the 
analysis (8 frequency-domain features, 12 curvature-domain features and 21 time-
domain features and 4 non-waveform features), the Bonferroni correction was 
applied to mitigate selection bias. The significance threshold for p-values was set 
at3.7× 10−4[= 0.05/(3× 45)] , ensuring robust statistical validity.

Machine learning model

This study evaluated three commonly used machine learning models: support vec-
tor machine (SVM), random forest (RF), and multilayer perceptron (MLP). We also 
compared RF models that use user-stratified samples with those that use random data 
splitting. Since each participant provided multiple sample, data splitting randomly 
might produce data leakage. However, many existing machine learning research did 
not consider this fact or did not explicitly explain the data splitting strategy in their 
research.

Reference comparison and Bland–Altman analysis

To validate the accuracy of the proposed method, this study compares its results with 
those obtained using a reference automated sphygmomanometer and evaluates the 
findings based on standards established by the BHS, ISO, ESH, and ANSI.

Recognizing the variation in accuracy requirements among these organizations, 
Stergiou et  al. [78] recommend adopting a consensus of the standards, which con-
sider a device acceptable if the probability of a tolerable error (≤10 mmHg) is at least 
85%. The BHS standard further grades BP measurement devices based on cumulative 
frequency error percentages: Grade A (60% < 5 mmHg; 85% < 10 mmHg; 95% < 15 
mmHg), Grade B (50% < 5 mmHg; 75% < 10 mmHg; 90% < 15 mmHg), and Grade C 
(40% < 5 mmHg; 65% < 10 mmHg; 85% < 15 mmHg) [62]. The consensus proposed by 
Stergiou et al. [78] aligns with the Grade A requirements of the BHS standard, provid-
ing a rigorous benchmark for evaluation.

For cuffless devices, Stergiou et  al. [79] summarized the requirements outlined in 
IEEE 1708-2014, IEEE 1708a-2019 standards [33, 34], and ISO 81060-3 standard [35]. 
They concluded that a device should achieve a MAE of less than 6% compared to the 
reference device. In this study, since our method is cuffless, we follow the standard 
set by Stergiou et al. [79] to report our results. However, because this standard is rel-
atively less informative, we also incorporate the recommendations of Stergiou et  al. 
[78] and the BHS standard for general BP devices in our reporting.

Additionally, this study employs Bland–Altman analysis, a widely used method 
for assessing agreement between two measurement techniques [29]. This approach 
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is recommended by the Artery Society for comparing non-invasive hemodynamic 
measurement devices [89], offering a robust framework for evaluating the consistency 
and reliability of the proposed method.

Another comparison we conducted was between models with and without wave-
form features. Following Mukkamala et  al. [55] and Mieloszyk et  al., [51], we first 
established a baseline model without waveform features. Then, we validated the use of 
waveform features by measuring the increase in prediction accuracy when they were 
included.
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