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Background
Ovarian cancer (OC) is the third most common and the most lethal gynecologic 
malignant neoplasm worldwide [1]. Epithelial ovarian cancer (EOC) is the predominant 
type of OC accounting for 90% of the cases, and treatment of EOC currently relies on 
surgery, platinum-based chemotherapy, and maintenance therapy with poly ADP-
ribose polymerase (PARP) inhibitors [2]. However, approximately 30% of patients 
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have platinum-resistant ovarian cancer (PROC), with a platinum-free interval (PFI) 
was less than 6 months [3]. These patients often require other novel treatments such 
as antibody–drug conjugates, replication stress inhibitors, and immunotherapies [4]. In 
addition, platinum resistance is a major predictor of patients sensitive to PARP inhibitors 
[5]. However, such patients often have received several cycles of chemotherapy before 
platinum resistance is discovered. This delays the optimal treatment timing and severely 
reduces the quality of patient survival [6].

The mechanisms of platinum resistance are heterogeneous and unclear, and there 
is currently no effective method to predict platinum resistance in patients [7]. Some 
studies have used several biomarkers to predict platinum resistance based on biopsies 
or surgical excisions [8, 9]. However, these methods are invasive and costly, which 
limits the use of patients. Therefore, approaches predicting platinum resistance in 
patients with EOC must be developed. Ultrasonography, as a noninvasive method, can 
clearly show the location, size, blood supply, and other basic characteristics of tumors, 
making it an ideal method for assessing the prognosis of cancer patients. A study 
involving 514 patients with OC indicated that machine learning (ML) models based 
on ultrasound could predict platinum resistance in OC [10]. In addition, ML models 
based on ultrasound have been developed to predict the prognosis in patients of other 
cancers [11, 12]. However, ML requires numerous manual operations, which are time 
consuming. Therefore, new methods are urgently needed to predict platinum resistance 
in patients with EOC.

Deep learning (DL) is an emerging machine learning technique with powerful 
algorithms. When compared with traditional ML, DL does not need to extract features 
manually by the researcher. Hence, processing ultrasound images by DL has a great 
advantage in predicting platinum resistance in patients with EOC. In the recent years, 
DL has proven to be a successful approach in predicting the prognosis of patients 
with cancer. Specifically, the prognosis of liver, breast, rectal, and stomach cancers has 
been predicted by DL in the recent studies [13–16]. These studies primarily utilize the 
network structures of convolutional neural networks (CNNs) and vision transformers 
(VITs). ConvNext network, presented in 2022, was considered an advanced algorithm 
[17]. However, few studies have employed this algorithm to predict disease prognosis 
[18, 19].

In this study, a DL model based on the ConvNext algorithm was developed to predict 
platinum resistance in EOC patients using ultrasound images prior to the primary 
intervention on the patient.

Results
Characteristics of patients

For the training set, there were 302 patients with EOC, and 86 patients were finally 
excluded because of the lack of ultrasound images or follow-up data. Similarly, 93 
patients with EOC were involved in the test set and 23 patients were excluded due 
to an absence of ultrasound images or follow-up data. For the external test set, 106 
patients were eventually enrolled and 85 patients were excluded. After removing the 
low-quality images, there were 2060 images of 392 patients with EOC were enrolled in 
the study (Fig. 1). The characteristics of patients were summarized in Table 1, including 
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the training set (n = 216), internal test set (n = 70), and external test set (n = 106). The 
median age in the training, internal and external test sets were 58 years (IQR, 51–64 
years), 59 years (IQR, 52–62 years), 58 years (IQR, 51–61 years), respectively. There was 
no statistically significant difference observed in basic characteristics between all the 
sets.

DL models predict platinum resistance

A ConvNext model was trained to predict patients’platinum resistance. The cross-
validation performance for the model was shown in Fig. 2a. As shown in Table 2, the 
DL model demonstrated a higher area under the receiver-operating characteristic (ROC) 
curve (AUC) of 0.87 ± 0.01 than the other neural networks in the training set, indicating 
that the model had good generalization performance. The accuracy and loss plots during 
training and validation phases were shown in Fig. S1. The result confirmed that the DL 
model did not overfit or underfit the training data.

The ROC curve analysis results showed that the model could predict patients’platinum 
resistance in the internal test and external test sets with AUCs of 0.86 (95% CI: 0.83–
0.90) and 0.86 (95% CI: 0.84–0.89), respectively (Fig. 2b). The other performance metrics 
for ConvNext model on the internal and external test sets were shown in Table 3.

Figure 2c, d showed the Calibration curves of the DL model in the two test sets. The 
curves revealed that the prediction of platinum resistance by the model was accurate. 
The Hosmer–Lemeshow test was conducted in the two test sets, and the results were 
X-squared = 11.857, P = 0.158 (P > 0.05) and X-squared = 14.397, P = 0.072 (P > 0.05) 
in the internal and external test sets, respectively. The results imply that no significant 
difference was found between the predicted outcome and the actual outcome in both 
sets. The Calibration curve of the DL model in the training set was shown in Fig. S2a.

Figure  2e and Fig.  2f showed the decision curves that were created to evaluate the 
effectiveness of models in the internal and external test sets. The results indicated that 
the DL model could provide higher overall net benefits across most risk thresholds 
in discriminating platinum resistance and platinum sensitivity of EOC patients. The 
decision curve of the DL model in the training set was shown in Fig. S2b.

Fig. 1 Flowchart for screening patients. EOC, epithelial ovarian cancer; IDS, interval debulking surgery; PDS, 
primary debulking surgery; US, ultrasound
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In order to evaluate the robustness of the deep learning model, a subgroup analysis 
was conducted to assess its performance across different ultrasound systems. The 
results indicated that the model demonstrated strong predictive performance, 
regardless of the ultrasound system employed (Supplement Table  1). In addition, 
the model was retested using noisy datasets (i.e., the ultrasound images with no 
cropping) to evaluate the model’s robustness against image noise. As shown in 
Supplement Table  S2, the model’s accuracy on the two test sets was 78.57% and 

Table 1 Patient Characteristics in the Training, Internal Test, and External Test Sets

BMI, body mass index; CA125, cancer antigen 125; PFI, platinum-free interval; HIPEC, hyperthermic intraperitoneal 
chemotherapy; FIGO, International Federation of Gynecology and Obstetrics; SD, standard deviation; PDS, primary 
debulking surgery; IDS, interval debulking surgery

Variables Training set (n = 216) P Internal test set (n = 
70)

P External test set (n = 
106)

P

Resistant 
(n = 64)

Sensitive 
(n = 152)

Resistant 
(n = 18)

Sensitive 
(n = 52)

Resistant 
(n = 39)

Sensitive 
(n = 67)

BMI, mean 
(SD)

24.12 
(2.62)

23.77 
(2.82)

0.494 24.11 
(3.08)

24.16 
(4.21)

0.962 24.07 
(1.84)

23.67 
(2.72)

0.716

Age, mean 
(SD), year

56.05 
(7.92)

56.44 
(8.32)

0.650 56.39 
(7.39)

57.88 
(7.19)

0.453 57.29 
(8.13)

57.54 
(8.29)

0.823

CA125, mean 
(SD), ng/ml

1592.48 
(1351.93)

1440.51 
(1243.02)

0.486 1327.58 
(1437.53)

1223.59 
(1113.01)

0.753 1337.68 
(1303.16)

1204.37 
(1058.11)

0.689

PFI, mean (SD), 
month

4.52 (1.79) 18.95 
(13.02)

 <.001 4.39 (1.88) 21.52 
(16.87)

 <.001 4.74 (1.72) 22.35 
(14.36)

 <.001

Type of 
surgery, No. 
(%)

0.748 0.935 0.951

PDS 21 (32.81) 46 (30.26) 3 (16.67) 7 (13.46) 7 (17.95) 13 (19.40)

IDS 43 (67.19) 106 
(69.74)

15 (83.33) 45 (86.54) 32 (82.05) 54 (80.60)

HIPEC, No. (%) 0.695 0.211 0.842

No 29 (45.31) 68 (44.74) 14 (77.78) 32 (61.54) 23 (58.97) 38 (56.72)

Yes 35 (54.69) 84 (55.26) 4 (22.22) 20 (38.46) 16 (41.03) 29 (43.28)

Histologic 
classification, 
n (%)

0.349 0.624 0.481

High grade 
serous 
carcinoma

59 (92.19) 121 
(79.61)

16 (88.89) 45 (86.54) 34 (87.18) 57 (85.07)

Endometrioid 
carcinoma

0 (0.00) 6 (3.95) 0 (0.00) 1 (1.92) 0 (0.00) 2 (2.99)

Clear cell 
carcinoma

1 (1.56) 3 (1.97) 0 (0.00) 0 (0.00) 0 (0.00) 1 (1.49)

Mucinous 
carcinoma

0 (0.00) 2 (1.32) 0 (0.00) 1 (1.92) 1 (2.56) 0 (0.00)

Low grade 
serous 
carcinoma

4 (6.25) 20 (13.15) 2 (11.11) 5 (9.62) 4 (10.26) 7 (10.45)

FIGO stage, 
n (%)

0.858 0.820 0.871

II 4 (6.25) 6 (3.95) 1 (5.56) 2 (3.85) 1 (2.56) 2 (2.99)

III 54 (84.38) 127 
(83.55)

15 (83.33) 47 (90.38) 33 (84.62) 54 (80.60)

IV 6 (9.37) 19 (12.50) 2 (11.11) 3 (5.77) 5 (12.82) 11 (16.42)
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Fig. 2 a Receiver-operating characteristic (ROC) curves of deep learning (DL) model performance 
for predicting platinum resistance on fivefold cross validation. b ROC curves of the DL model for 
platinum-resistant prediction on test sets. c Calibration curves for the DL model in the internal test cohort. d 
Calibration curves for the DL model in the external test cohort. (e) Clinical decision curves for the DL model in 
the internal test cohort. f Clinical decision curves for the DL model in the external test cohort

Table 2 Diagnostic Performances of Different Network Structures on 5-Fold Cross-Validation

AUC, area under the receiver operating characteristic curve

AUCs Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Mean AUC 

ResNet34 0.86 0.68 0.78 0.88 0.71 0.78 ± 0.08

DenseNet121 0.86 0.88 0.70 0.85 0.78 0.81 ± 0.07

Swin Transformer 0.72 0.67 0.81 0.81 0.73 0.75 ± 0.05

ConvNext 0.86 0.88 0.87 0.87 0.85 0.87 ± 0.01

Table 3 Diagnostic Performance of the Deep Learning Model in Training, Internal Test and External 
Test Sets

Notes: AUC, area under the receiver-operating characteristic curve; PPV, positive predictive value; NPV, negative predictive 
value; MCC, matthews correlation coefficient

Sets Accuracy 
(%)

Sensitivity 
(%)

Specificity 
(%)

PPV (%) NPV (%) AUC (95% 
CI)

F1 score MCC

Training 
set

81.94 
± 0.01

82.24 ± 0.01 81.47 ± 0.01 82.81 
± 0.01

83.55 
± 0.01

0.87 ± 0.01 0.75 
± 0.01

0.63 ± 0.01

Internal 
test set

81.43 82.83 74.00 83.33 80.77 0.86(0.83–
0.90)

0.70 0.59

External 
test set

80.19 85.81 76.36 79.49 80.60 0.86(0.84–
0.89)

0.75 0.59



Page 6 of 15Su et al. BioMedical Engineering OnLine           (2025) 24:58 

78.30%, respectively, which showed no statistically significant difference compared to 
the results before adding noise (P = 0.673; P = 0.735, respectively).

DL model predicts progression‑free survival

Kaplan–Meier analysis further demonstrated a high correlation between the decision 
function value of the DL model and progression-free survival (PFS). Patients were 
separated into the low-risk and high-risk groups utilizing the optimal cutoff value 
obtained in the training set (0.7909). As is shown in Fig. 3, the high-risk patients had 
lower PFS than the low-risk patients in the training set (HR, 2.4 [95% CI: 2.1–2.7]; P < 
0.0001), internal test set (HR, 3.1 [95% CI: 2.3–4.1]; P < 0.0001), and external test set 
(HR, 2.9 [95% CI: 2.3–3.9]; P < 0.0001).

To better validate the DL model performance, the study utilized the model to make 
predictions for 1-year and 2-year PFS. According to the ROC curves, the AUCs were 
0.77, 0.76, and 0.76 in 1-year PFS prediction in the training, internal test, and external 
test sets, respectively. However, the AUCs were reduced to 0.73, 0.73, and 0.72 for the 
2-year prediction for PFS in the same sets (Fig.S3).

A subgroup analysis was conducted on the internal test set of patients. The analysis 
demonstrated that the model performed well in almost all clinical subgroups (Fig.S4). In 
the test cohort and subgroups, the use of hyperthermic intraperitoneal chemotherapy 
(HIPEC) could improve PFS, even in the high-risk group which is generally considered 
to have a worse prognosis (HR, 2.0 [95% CI: 1.3–3.0]; P = 0.0004) (Fig.S5).

As shown in Fig.S6, the HRs of the DL model-predicted risk, adjusted by multivariable 
Cox regression, were 8.2 (95% CI: 5.4–12.3; P < 0.0001), 4.6 (95% CI: 3.1–6.8; P < 0.0001), 
and 3.9 (95% CI: 2.8–6.3; P < 0.0001) in the training, internal test, and external test sets, 
respectively. The HRs of the DL model-predicted risk were higher than the other factors, 
which showed that the DL model prediction was statistically independent of potential 
confounders.

The example Grad-CAMs and their pre-treatment ultrasound images are shown 
in Fig.  4. In Grad-CAMs, colors closer to red and blue represent higher- and lower-
weighted regions in the network, respectively. As shown in the figure, patients A and 
B were high-risk group patients with a shorter PFS and a lower decision function value 
due to platinum resistance. In contrast, patients C and D were low-risk group patients 
with a longer PFS and a higher decision function value due to platinum sensitivity. In 
grad-cam heatmaps, we found that the high-response areas seem to be the location of 
blood vessels according to color Doppler ultrasound images shown in Fig. 4. We used 

Fig. 3 Kaplan–Meier curves of progression-free survival (PFS) according to the decision function value of 
deep learning (DL) model in patients split into high-risk and low-risk groups from the training, internal test 
and external test sets
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the Dice score to calculate the consistency between the red regions in the Grad-CAM 
map and the blood vessel regions annotated by the physician. The blood vessel regions 
were annotated by a physician with 10 years of gynecological ultrasound experience 
and reviewed by a physician with 38 years of gynecological ultrasound experience. The 
results showed that the Dice score was 0.7990 and 0.7866 in the internal and external 
test sets, respectively, indicating good consistency between high-response and blood 
vessel areas (Fig. S7).

Discussion
In this study, we developed a DL model based on ConvNext for predicting platinum 
resistance in patients with EOC from the ultrasound images, which showed considerable 
predictive performance in the training set and two test sets. The model predicted 
platinum resistance in EOC patients and had a high specificity and sensitivity. The 
calibration curve and decision curve analyses showed that the DL model displayed 
optimal calibration and provided significant clinical benefits, highlighting its potential as 
a trustworthy tool in clinical decision making. To assess the model overall, the Matthews 
correlation coefficient (MCC) was calculated in both test sets. The results confirmed 
that the model performed well in predicting both the positive and negative classes [20]. 
Moreover, good results were obtained in the prediction of one-year survival of patients 
by this model. Cox regression analysis showed that the decision function value based on 
the DL model was an independent factor affecting EOC. The RadImageNet dataset for 
model pretraining and the standardized data preprocessing procedure provided in the 
study have also enhanced the overall performance and applicability of the model.

Fig. 4 Representative prediction results of the deep learning (DL) model. The gradient-weighted class 
activation maps (Grad-CAM) and color Doppler ultrasound images are shown on the right side of the input 
image
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Platinum resistance is the leading cause of death and reduced PFS in OC patients, 
however, the mechanism of platinum resistance is not fully understood. In this study, 
the ultrasound images were applied to predict the platinum resistance of patients with 
EOC, which is relatively inexpensive and radiation-free as compared to the studies 
based on MR or CT [21, 22]. Ultrasonography could also provide real time, dynamic, 
and multiangle visualization of the lesions, which has great advantages for analyzing the 
prognosis of EOC patients. Artificial intelligence (AI) has made great progress in the 
prediction of disease prognosis in the recent years. Chen et  al. utilized ML to predict 
platinum resistance and PFS in EOC with good results [23]. Yang et  al. developed an 
ML model based on clinical data to predict platinum-resistant recurrence of EOC [24]. 
However, traditional machine learning methods required manual extraction and analysis 
of features, which greatly increased the workload. Deep learning, as a special form of 
machine learning, could automatically extract features from images with improved 
accuracy. A DL model based on ultrasound for predicting the resistance to neoadjuvant 
chemotherapy in breast cancer had been built and achieved satisfactory results [25]. 
However, few studies have applied DL for drug resistance prediction in EOC. The ROC 
curves, decision and calibration curves verified the good performance of this DL model.

In the study, we used ConvNext as the network backbone, which is a modernized 
version of the standard ResNet50 that combines the advantages of CNN and ViT for 
a simpler structure and better training [26]. There have been studies in the past using 
CNNs or ViTs to predict the prognosis of EOC [27, 28]. However, there are relatively 
few studies applying ConvNext to medical image recognition as well as tumor prognosis 
prediction. In the study, the prediction efficacy of ConvNext was compared with 
ResNet34, DenseNet121, and Swin Transformer on the training set using ROC curves, 
and the results indicated that the AUC of ConvNext exceeded the other three in the 
training set, which proved its good performance. Compared with the traditional CNN 
networks, ConvNext adjusts the number and ratio of blocks on the macro level and 
adjusts the ReLU activation function to the GELU activation function on the micro level, 
all of these adjustments lead to the improvement of the model’s training effectiveness. 
As a type of ViT, Swin Transformer also performed well in image recognition, however, 
previous studies have demonstrated that Swin Transformer’s performance is better 
when the image resolution is 384 × 384 [29]. The increase in resolution leads to a 
greater amount of computation, and it even requires a TPU environment to complete 
the computation. Also, Swin Transformer’s network structure is more complex than 
ConvNext, which will greatly improve the training time as well as the training cost. 
Therefore, the ConvNext model has greater potential in the area of image recognition.

Pretrained weights from the RadImageNet models were utilized as the initial basis for 
the DL model in this study. The RadImageNet database included ultrasound images, such 
as pelvic ultrasound images, that closely resembled our EOC data [30]. This similarity 
contributed to an enhancement in the performance of the DL model. The consistency 
of DL model performance across various ultrasound devices is crucial for their practical 
application in real-world situations. In this study, we implemented a standardized image 
preprocessing procedure to eliminate discrepancies between devices and validated the 
model’s stability through subgroup analysis. This approach aligned with the method used 
by Christiansen et al., who employed DL to differentiate between benign and malignant 
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ovarian tumors, suggesting that standardized image preprocessing can improve the 
robustness of DL models [31]. The imbalance in the datasets was addressed by data 
augmentation in the study. Hu et al. used an imaging oversampling method to achieve 
a balance of the dataset, which may not alter the feature distribution of the original data 
[32]. We will explore this method to better enhance the generalization performance of 
the model in future studies.

In this study, the capacity of the model to predict PFS in patients with EOC was 
validated using Kaplan–Meier analysis and further validated in subgroup analysis. Cox 
regression analysis also demonstrated that the model’s prediction of patients’PFS was 
statistically independent of other confounders. As indicated by the ROC curves, the DL 
model showed good predictive power for 1-year PFS but performed poorly in predicting 
2-year PFS. Jiang et al. used a ViT model to predict the overall survival (OS) of rectal 
cancer patients, and the results showed that the model’s AUC for predicting one-year, 
three-year, and five-year OS were 0.87, 0.54, and 0.65, respectively [15]. Lei et al. used a 
ResNet model to predict the PFS of ovarian cancer patients. The model achieved an AUC 
of 0.98 for one-year PFS prediction and dropped to 0.71 for two-year PFS prediction 
[21]. Similar to these results, the model in this study also experienced a significant 
decline in performance when predicting long-term survival. Therefore, more complex 
models may be needed for predicting long-term survival. Mei et al. constructed a long-
short-term memory (LSTM) model to predict the three-year survival rate of patients 
with interstitial lung disease [33]. If this model could be applied here, it might be able to 
address the current issues in this study and achieve the prediction of long-term survival 
rates. In addition, the emergence of more confounding factors (patient’s economic 
status, treatment adherence, etc.) with the passing of follow-up time also influenced the 
accuracy of the model. In future studies, we will include more patients and increase the 
number of centers to enhance the diversity of the data. Overall, the decision function 
value generated by ConvNext-based deep learning model was a good short-term 
prognostic indicator but weakened in predicting long-term outcomes. The HIPEC is a 
significant treatment option for EOC, and previous studies have demonstrated that the 
HIPEC significantly reduces recurrence and death and prolongs median survival time 
in OC [34]. This study also validated this using Kaplan–Meier analysis, and the use of 
HIPEC significantly improved PFS in both high- and low-risk patient cohorts predicted 
by the deep learning model. This also informs therapeutic decision-making for patients 
with EOC.

Deep learning has been made a ‘black box’ due to its features that are often difficult 
to interpret, so visualizing these features has huge benefits for people to understand 
the decision logic of deep learning [35]. In this study, we used grad-cam heatmaps to 
make observations about deep learning analytics. In grad-cam heatmaps, we identified 
the correlation between high-response regions and blood vessels and validated it using 
quantitative analysis methods. In the previous studies, the high number of neovessels 
and their heterogeneous distribution may be an important reason for the increase in 
tumor heterogeneity [36]. Therefore, the formation of tumor neovascularization might 
be closely related to the patient’s resistance to chemotherapeutic agents.

There are some limitations of this study. Firstly, this study is a double-center study, and 
there is a lack of a larger sample to further validate the robustness of the model. Secondly, 
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this study is retrospective and lacks some data at the genetic level, more prospective 
studies will be conducted in the future and will further explain the characteristics of 
deep learning at the genetic level. Thirdly, although standard image preprocessing was 
performed, we will continue to explore domain adaptation techniques in future studies 
to better eliminate the impact of differences between ultrasound devices on DL models. 
Lastly, although the DL model showed good results in predicting platinum resistance, it 
is unclear which images to store may affect the model’s performance as this study was 
conducted retrospectively. We will conduct further research to clarify the impact of 
image selection on model performance.

Conclusion
This study demonstrates that a deep learning model based on ultrasound images can 
serve as an effective biomarker for predicting platinum resistance and 1-year PFS in 
EOC patients. The model eliminates the need for manual feature extraction, providing a 
more personalized and accurate patient assessment. In addition, the study highlights the 
potential superiority of the ConvNext-based neural network model over CNNs and ViTs 
in medical image analysis, offering valuable insights for clinical decision making.

Methods
Patients

This retrospective study was performed following the Declaration of Helsinki. Three 
independent patient cohorts were collected in this study. Initially, patients diagnosed 
with EOC at the Fourth Affiliated Hospital of Harbin Medical University from 2014 
to 2017 were randomly assigned to either the training or validation set. Subsequently, 
patients diagnosed with EOC at the same center from 2018 to 2020 were split into 
the internal test set. Lastly, the external test set included patients with EOC at Harbin 
New Area Central Hospital from 2016 to 2020 (Fig.  1). The inclusion criteria were: 
(1) pathologically confirmed EOC based on surgical resection; (2) pelvic ultrasound 
examination available within 1  week before initial treatment; (3) underwent cisplatin/
carboplatin chemotherapy for at least four cycles during the initial treatment or changed 
to a different chemotherapy regimen because of primary platinum-refractory status; (4) 
did not receive additional treatment in the first two years after diagnosis. The exclusion 
criteria were: (1) pelvic ultrasound examination not performed before initial treatment 
or the quality of the images was not sufficient; (2) either missing or incomplete data 
available for follow-up; (3) combination with other malignant tumors.

Data collection

Gray-scale pelvic ultrasound images of patients before initial treatment were acquired 
using transvaginal ultrasonography and combined with transabdominal ultrasonography 
if the patient had a large mass that could not be adequately assessed by transvaginal 
ultrasonography. Ultrasound images of the lesion were acquired from multiple angles, 
including the plane of the maximum diameter tumor and its vertical plane, the plane 
of maximum diameter of the tumor solid portion and its vertical plane, and the 
planes featuring key lesion characteristics such as irregular internal wall or papillary 
projections. Five to six ultrasound images were collected from each patient. The 
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ultrasound diagnostic systems used in the study included Samsung WS80 A, Philips 
EPIQ7, GE Voluson S8, and Siemens Acuson S3000. For the quality control of ultrasound 
images, we checked all images to remove those with low quality (Fig.  1). The tumor’s 
areas of interest were delineated manually by a sonographer with more than 3 years of 
gynecological ultrasound experience, and reviewed by an expert experienced for more 
than 10 years in EOC. The detailed process was described in the Appendix Methods.

The hospital electronic analysis system was used to obtain the follow-up data, including 
age, body mass index (BMI), differentiation stage, histological type, International 
Federation of Gynecology and Obstetrics (FIGO) stage, preoperative cancer antigen 125 
(CA125), surgical procedures, and HIPEC or not.

Patients had a follow-up in accordance with NCCN guidelines. The last follow-up date 
was December 31, 2023. The first follow-up endpoint was the PFI. Specifically, patients 
whose PFI was less than six months were classified to the platinum-resistant group. 
Instead, the patients with a PFI of six months or more than six months were classified 
to the platinum-sensitive group. The secondary follow-up endpoint was PFS. PFS was 
calculated from the date of primary treatment to the date of recurrence or to the last 
no-recurrence date for those who were censored. Recurrence includes biochemical 
recurrence, clinical recurrence, and imaging recurrence.

Image preprocessing

Before training, the regions of interest within the tumors were cropped on ultrasound 
images of all the three cohorts (Fig.  5a). To enhance the training process, the data 
augmentations were employed in the training set including random cropping (224 
× 224 pixels), random horizontal flipping (p = 0.5), random rotation (−15° to + 15°), 
and color jittering (brightness = 0.5, contrast = 0.5, saturation = 0.5). This was done to 
improve the model’s ability to generalize effectively. The images in the two test sets were 

Fig. 5 Overview of the workflow of this study. a Diagram shows the workflow for the development and 
validation of the deep learning (DL) model. Icons reproduced from https:// biore nder. com. b Diagram shows 
the model structure. DW Conv: Depthwise Convolution, PW Conv: Pointwise Convolution

https://biorender.com
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not augmented to prevent bias in the results. The images in all three cohorts were then 
normalized to a range of 0 to 1 intensity and adjusted to 224 × 224 pixels, conforming 
to the standard input dimensions of our baseline DL architectures. The image 
preprocessing process was applied to enhance data quality and consistency and balance 
the number of images of the platinum-resistant group and the platinum-sensitive group 
to improve the model’s generalizability and accuracy. The number of images in the 
training set after image preprocessing was shown in Supplement Table 3.

Model building and validation

We developed a ConvNext-based deep learning model to predict a patient’s platinum 
resistance from grayscale ultrasound images [17]. The structure of the model was shown 
in Fig.  5b. The initial weights of the ConvNext model were derived from a pretrained 
model from RadImageNet [30]. 50 epochs in training session were performed using 
the Adam optimizer (initialized with the learning rate set to 0.0001). A dropout layer 
at a rate of 0.5 was added to mitigate overfitting. The objective function was a weighted 
cross-entropy loss, which assigned a decision function value to each image. In building 
the model, the fivefold cross-validation was used to evaluate the model performance. 
The dataset splitting was done based on the number of patients. Consequently, images 
from the same patient were all in the same dataset. The predicted value for the lesion 
was determined as the average of its decision function values for all images of that 
lesion [37]. A gradient-weighted class activation mapping (Grad-CAM) was performed 
to visualize the essential parts of images for prediction. In addition, we compared 
the model’s performance with other deep learning models including ResNet34 [38], 
DenseNet121 [39], and Swin Transformer [40]. All the programs were executed using 
Python version 3.6.8.

Statistical analysis

R, version 4.3.0 (R Foundation) and GraphPad Prism 9 (San Diego, CA, USA) were 
utilized for data analysis. The Chi-square or Fisher exact test was performed for 
categorical variable comparisons, and the t test was used for analyzing continuous 
variables. A ROC curve analysis was utilized to establish the optimal cutoff value that 
maximizes prediction accuracy. The AUCs were compared using the DeLong test. Model 
performance was assessed by area under the curve, positive predictive value, negative 
predictive value, sensitivity, specificity, F1 score, and MCC. Moreover, the model was 
also evaluated by a Hosmer–Lemeshow test, a calibration curve and a decision curve 
analysis (DCA). Based on the optimal threshold determined in the training set, each 
patient cohort was split into low-risk and high-risk groups. Kaplan–Meier survival 
analysis was utilized to evaluate the prognosis difference between patients in the two 
groups. Subgroup analysis was performed to investigate the relationship between the 
two groups, which were divided by age, BMI, pretreatment CA125 level (in ng/ml), and 
HIPEC. A Cox regression analysis was conducted to calculate the log-rank test, hazard 
ratios (HRs), and 95% confidence intervals (CIs). A P value < 0.05 was used to define 
significant results.
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